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Motivation LLMScore Pipeline for Text-to-Image Evaluation

Paradigm Comparison

Main Results

Existing Metrics
Ø Fail to distinguish object-level alignment
Ø Single-aspect
Ø Non-interpretable

LLMs As Multi-Granularity Visual Descriptor
Ø Global Image Description
Ø Local Region Descriptions
Ø Object-Centric Visual Descriptions

Averaged Kendall’s τ Ranking Correlation with Human Ratings.

Ablation
Composition-focused Prompt Bench

Text Prompt: A red book and a yellow vase.
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LLMScore - Overall Rationale
The overall quality of the image is quite 
low due to the significant discrepancies 
between the objects described in the text 
prompt and those portrayed in the image.

LLMScore - Error Counting Rationale
The red book from the prompt is not in the 
image. The vase is described as red in the 
image, while the text prompt specified a 
yellow vase. Over-specification of the 
yellow flowers in the image.
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A red clock and a gold suitcase.

Overall Rationale
The image caption describes two red suitcases, a vintage clock on the wall, and a 
blue curtain in the background, but the text prompt only mentions a red clock and 
a gold suitcase. The alignment between the text prompt and image caption is 
weak.
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Error Counting Rationale
The composition errors include incorrect suitcase colors, incorrect clock color, 
and additional elements not mentioned in the text prompt (a second suitcase and 
blue curtain).
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This kitchen has wooden cabinets 
and silver and black appliances

Overall Rationale
The caption accurately describes the image and aligns well with the text prompt, 
offering additional details about various elements and creating a clear picture of 
the room.

CLIP

NegCLIP

BLIP-ITM

0.00

Overall

BLIP-ITC

Error Counting Rationale
There are no composition errors in the caption as it accurately describes the 
colors, materials, and spatial positions of all relevant objects within the setting, 
adhering to the text prompt's focus on wooden cabinets and black appliances.
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A red car and a white sheep.
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Text-Image Matching

Sentence Matching

I2: Error CountingI1: Overall

Instruction-Following Matching

Score

Score Rationale: Generally matches. 
Discrepancy in the quantity of sheep

Rationale: The image refers to a herd of 
sheep, instead of a single white sheep.

LLMScore (Error Counting)LLMScore (Overall) 

Instruction for overall evaluation Instruction for error counting evaluation

Evaluation Instructions

Text Prompt: A red book and a yellow vase.

CLIP

BLIP-ITM

1.00
Overall

BLIP-ITC

1.00

0.26

0.48

0.27Baseline

Left Right

0.32

0.49

0.31

1.00

0.55
0.45

Error Counting
1.00
1.00

0.50

LLMScore - Overall Rationale
The overall quality of the image is quite 
low due to the significant discrepancies 
between the objects described in the text 
prompt and those portrayed in the image.

LLMScore - Error Counting Rationale
The red book from the prompt is not in the 
image. The vase is described as red in the 
image, while the text prompt specified a 
yellow vase. Over-specification of the 
yellow flowers in the image.
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Visual Description

Generated 
Image

Image Caption Model

Global Description

Visual Descriptor

LLMScore

LLM I1 I2

Instance Detection

Extracted Regions

Local Description

Region-to-Text Model

  Region 1   Region 2 … Region 6

Text Prompt

Evaluation 
Instructions

…
Rationale

In the serene landscape of a dense green hillside, two 
sheep are peacefully standing on the road. The sky 
stretches across the scene, meeting the field and grass 
at the horizon ... A white car can be seen parked on the 
road in the backdrop.

LLM

Local Description:

Object 1: a white sheep eating grass: [384, 492, 624, 686]
Object 2: white car is parked: [590, 272, 767, 495]
Object 6:  two sheep grazing in a field: [38, 426, 647, 708]

Global  Description:
Two sheep are standing on the road.

Generate Object-Centric Description:

Objective n …
What are the steps to 
evaluate the overall 
alignment between the text 
and the image.

  Image Description:
  In the serene landscape of a dense green   
  hillside, two  sheep are peacefully standing    
  on the road…

 A red car and a white sheep.

Interpretable Multi-granularity
Text-to-Image Evaluation Metric

LLMScore (Overall): 0.7
Rationale: In general, the image does not 
correctly depict the text prompt.
LLMScore (Error Counting): 0.77
Rationale: There are two discrepancies 
between the text prompt and the image 
caption. The text prompt mentions one red 
car and one white sheep, while the image 
caption describes a scene with a white car 
and two sheep. The errors include the 
incorrect car color (white instead of red) and 
the presence of an additional sheep.

      LLM

Visual Description

Text Prompt

Instruction
Following 
Evaluation
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Evaluation 
Instructions

…

Concatenate

Instruction n …
Rate the overall quality of 
the image in terms of 
matching the text prompt.

Instruction 1 (I2)
Rate the overall quality of 
the image in terms of 
matching the text prompt.

Instruction 1 (I1)
Rate the overall quality of 
the image in terms of 
matching the text prompt.

Objective 1 (Error Counting)
What are the steps to 
evaluate the overall 
alignment between the text 
and the image.

Objective 1 (Overall)
What are the steps to 
evaluate the overall 
alignment between the text 
and the image.

Instruction
FormulationLLM/User

Evaluation Objectives

Text Prompt:

I1: Rate the overall quality of the image 
in terms of matching the text prompt.
I2: Provide the number of composition 
errors in the image compared to the 
text prompt.

A red car and a white sheep.
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Score Rationale: Generally matches. 
Discrepancy in the quantity of sheep

Rationale: The image refers to a herd of 
sheep, instead of a single white sheep.
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Instruction for overall evaluation Instruction for error counting evaluation

Evaluation Instructions

Comparison of Matching Paradigms

Effects of Large Language Models

LLMs As Text-to-Image Evaluator
Ø Instruction Following Rating
Ø Generating Rationale

Example showing the LLMScore captures the object-level discrepancies.

General-purpose Prompt Bench


