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Single-step Adversarial Training (SSAT)

Equation 1. The min-max optimization of adversarial training.

Figure 1. The adversarial example generated by SSAT[1].

[1] Goodfellow, I. J., Shlens, J., & Szegedy, C. (2014). Explaining and harnessing adversarial examples. arXiv preprint arXiv:1412.6572.
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Catastrophic Overfitting (CO)

Figure 2. The catastrophic overfitting phenomenon.



The University of Sydney Page 4

Motivation
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Figure 3. The training samples belonging to NAE (blue) can effectively 
mislead the classifier, while AAE (red) cannot. The left/middle panel 
shows the decision boundary before/after optimizing AAEs.
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The Definition of Abnormal Adversarial 
Example (AAE)

Equation 2. The Definition of AAE.

Figure 4. The visualization of AAEs and 
NAEs loss surface before CO.
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Number and Outputs Variation of AAE

Figure 5. The number, the variation of prediction confidence 
and logits distribution for NAEs, AAEs and training samples.
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Abnormal Adversarial Example 
Regularization (AAER)

Equation 3. The optimization objectives of AAER: the number, 
prediction confidence and logits distribution of AAEs.
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Experiments 
Table 1. Comparison with competing 
baselines on CIFAR-10/100 datasets.
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Experiments 

Table 2. Comparison with competing 
baselines on computational overhead. 

Table 3. Comparison with competing 
baselines on WideResNet-34 architecture. 
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Experiments 

Table 5. Comparison with competing
baselines on the long training schedule.

Table 4. Comparison with competing 
baselines on the ImageNet-100 dataset.
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