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RNN Striking Back
Advantages of RNNs

• Constant inference speed with computational complexity of O(dh)*.
• Linear training computational complexity of O(ndh), with respect to sequence length.
• Handle Variable-Length Sequences

Disadvantages of RNNs
• Lack of parallelism.
• Limited capability in modeling long-term dependencies.

*where d is the feature dimension, h is the hidden dimension, n is the sequence length.

Gradually replaced by Transformers in the deep learning era



RNN Striking Back
Our solution:

• Using element-wise linear recurrence (ELR) to facilitate parallelized training.
• Using Hierarchically Gated Recurrent Units (HGRU) to capture long-term dependencies



HGRU Exploration
Let us start with a simple gated linear recurrent layer:



HGRU Exploration
• Complex-valued recurrence.

• Lower bound on forget gate values.

• Tying input and forget gates.

• Output gates and projection.

Regarding the forget gate values, we find it convenient to use the exponential representation of complex 
numbers and parameterize

we set a monotonically increasing lower bound on the forget gate values. It ensures that the forget gate 
values in the lower layers remain relatively small,  enabling the necessary forgetting of past information for 
modeling short-term dependencies. In the uppermost layer, the forget gate values approach one, 
facilitating the effective modeling of long-term dependencies.



Token mixing perspective of HGRU
Expanding we have:

where     can be seen as an attention matrix and     as a RPE.



Results
Language modeling
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Image modeling



Results
Sequence length extrapolation
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Code is released at 


