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Background & Motivation

• Key challenge in CL: Catastrophic forgetting (recency bias)
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Existing effortsUnaddressed issue



• The update rule of BN’s statistics parameters: exponential moving 
average (EMA)
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Imbalanced task-wise contributions to statistics

• To what degree?

• How does replay help?

• How to balance?

Recency bias 



Analysis
• Thm. 1: Statistical weight for EMA 

• Cor. 3: Balance of BN statistics

• Cor. 2: Adaptation of BN statistics

• Cor. 4: Statistical weight for CMA 

This exposes a dilemma between balance and adaptation.
Without the use of replay, the statistical weights of past 
tasks decrease exponentially.

An improved strategy is needed to reconcile balance and 
adaptation.

An improved strategy needs to take into account the 
parameters of the current model

• Thm. 5: BN may fail to stabilize and improve generalization in continual learning

The upper bound of the gradient magnitude will be loosened by 
the increase of gradient similarity, which potentially affects the 
benefit of BN.



Solution (AdaB2N)
• Training aspect

• A Bayesian-based strategy:

where 𝜙 is learnable

• Objective function

• Testing aspect
• Striking an balance between EMA and 

CMA

• Performance
• Achieves statistically significant improvements 

in both online and offline scenarios (𝑝 < 0.05)



Thank you!

Paper link:
https://arxiv.org/abs/2310.08855

Code link:
https://github.com/lvyilin/AdaB2N
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