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Main Intuitions of DoneNet

1. A large fluctuation exists in MSE over 
online adaption, indicating a 
significant concept drift over time. 

2. Neither of these two kinds of models 
performs consistently better than the 
other, indicating that neither of the 
two data assumptions holds true for 
the entire time series

Online Time Series Forecasting Existing Models 
1. Concept drift: Concepts in the real world are often dynamic and can change over time, 

which is especially true for scenarios like weather prediction and customer preferences.
2. Online time series forecasting is a widely used technique in real-world due to the 
sequential nature of the data and the frequent drift of concepts. In this approach, the 
learning process takes place over a sequence of rounds, where the model receives a look-
back window and predicts the forecast window. The true values are then revealed to 
improve the model's performance in the next rounds. 

1. Cross-time dependency predicting each variable 
independently, which is crucial for the robustness 
of models under concept drift.

2. Cross-variable dependency: for a specific variable, 
information from associated series in other 
variables may improve forecasting results. 

Main Results

DoneNet reduces the cumulative mean-squared 

errors (MSE) by 53.1% and mean-absolute errors 

(MAE) by 34.5%. In particular, the performance 

gain on challenging dataset ECL is superior, 

where the MSE is reduced by 59.2% and MAE is 

reduced by 63.0% 

DoneNet

1. Two-stream forecasters. The input 
multivariate time series data is fed 
into two separate forecasters, a 
cross-time forecaster and a cross-
variable forecaster.

2. Online convex programming. Use an 
improvement of Exponentiated 
Gradient Descent (EGD) to learn 
prediction combination weights.

3. Decoupled training strategy. 
Training the OCP block and two-
stream forecasters respectively.
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