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Temporal	Hypergraphs

✶ Hypergraphs allow higher-order connections between a group of nodes at the same time!

✶ Temporal hypergraphs are powerful paradigms for modeling time-dependent, higher-order 
interactions in complex systems.
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Temporal	Hypergraphs

✶ Hypergraphs allow higher-order connections between a group of nodes at the same time!

✶ Temporal hypergraphs are powerful paradigms for modeling time-dependent, higher-order 
interactions in complex systems.

✶ Existing methods are typically designed only for specific tasks or static hypergraphs.

✶ We present CAT-Walk, an inductive hyperedge learning method!
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Hypergraph	Random	Walk
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• Underlying	laws	of	the	networks:

✶ Triadic	Closure	
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[1]	Inductive	Representation	Learning	in	Temporal	Networks	via	Causal	Anonymous	Walks.	Wang	et	al.,		ICLR	2021.
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• Underlying	laws	of	the	networks:

✶ Triadic	Closure	

• Existing	hypergraph	random	walks	miss	information!	
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Hypergraph	Random	Walk
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• Underlying	laws	of	the	networks:

✶ Triadic	Closure

✶ Complex	Dynamic	Laws	in	Hypergraph:	
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SetWalks:	Higher-order	Random	Walk	on	Hypergraphs
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✶ Hypergraph random walks are sequences of  
nodes.

✶ SetWalks are sequences of hyperedges!



Schematic	of	the	CAT-WALK
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✶ We present a novel pooling method that is theoretically proven to be powerful! 

✶ CAT-Walk allows continuous time hyperedge encoding by using MLP-Mixer instead of 
sequential encoders like RNN and Transformers! 



Experimental	Results:	Hyperedge	Prediction
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Experimental	Results:	Ablation	Study
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✶ Each component is critical for achieving CAT-Walk’s superior performance. 

✶ The greatest contribution comes from SetWalk, MLP-Mixer in walk encoding, α in 
temporal hyperedge sampling, and SetMixer pooling, respectively.



Experimental	Results:	Temporal	Node	Classification
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Conclusion

✶ We	present	CAT-Walk,	an	inductive	hypergraph	learning	method	to	
learn	 higher-order	 patterns	 and	 to	 uncover	 dynamic	 laws	 in	
temporal	hypergraphs.

✶ CAT-Walk	use	a	novel	higher-order	random	walk,	SetWalks,	which	is	
provably	 more	 expressive	 than	 existing	 random	 walks.	 CAT-Walk	
uses	SetWalks	to	actively	extract	temporal	higher-order	motifs	from	
hypergraphs	and	learn	temporal	and	structural	patterns	

✶ Experimental	 results	 show	 CAT-Walk	 superior	 performance	 in	
temporal	 hyperedge	 prediction	 tasks	 and	 its	 competitive	
performance	in	temporal	node	classification	tasks.	
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