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Introduction

Personalized	Federated	Learning	(PFL)

IID	Data	

Client	UpdatesGlobal	Model Global	Optima

Non-IID	Data	

Uniformed	Updates Divergent	Updates

Poor	Generalization

PFL:	

Local	Model

Shared
Parameters

Personalized
Parameters

• shared	by	multiple	tasks

• learn	from	other	clients

• Personalized	for	client

• learn	local	knowledge
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Introduction

Differential	Privacy	in	PFL

Server

…

∆𝑤

∆𝑤 ∆𝑤 ∆𝑤
Server SimilarGenerative	Model

Other	Attack ∈ Training	Dataset	?

Privacy	Leakage	Issue

∆𝑤 ∆𝑤
∆𝑤

∆𝑤	 +		∆𝑤

User-Level	Differential	Privacy:	

Clipping:

Adding	Noise:	

Introducing	randomness	into	the	training	
algorithm	to	protect	privacy

Clip	client	updates	in	L2-norm,	limiting	the	
contribution	of	single	participant

C:	Clipping	Bound				𝜎:noise	scale			m:	number	of	clients

Clients
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Problem	1

Server Server

Shared	Parameters Personalized	Parameters

Feature
Extractor Classifier

Inflexible	Personalization Noise	Effects

Server

Parameters	with	Noise

TrainingLocal	Data

Remained	Local	Parameters

Low	Performance

Strong	Prior	Assumptions
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Problem	2

Global	Model Global	Optima

Conventional	Gradient	Calculation: Clipped	Gradient:

Model	Convergence	Difficulty

Clipped	Gradient
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Methodology

substitute	by

C:	Clipping	Bound

Local	Model

Calculate	
Fisher	Value

informative
parameters

less	informative
parameters

Personalized:	
u

Shared:	
v

penalty	ℒ!:	
||Δu||

Dynamic	Personalization:	

penalty	ℒ":	
||	|| Δ	v	||	-	C		||

Adaptive	Differential	Privacy:	
Constraint:

Local	Model Global	Parameters

Personalization

Personalization:	

ℒ𝑜𝑠𝑠 =
                           ℒ#$ +
           ℒ! + ℒ"Training

v:	Shared	Parameters
u:	Personalized	Parameters

We	introduce	Fisher	Information	value	to	
dynamically	select	out	personalized	parameters.

large	Fisher	value high	information	content personalized

When	server	distributing	parameters,	client’s	
personalized	part	is	remained,	thus	parameters	
with	more	information	are	not	affected	by	noise

For	u,	we	limit	the	update	norm	to	preserve	
informative	parameters
For	v,	we	make	it	closer	to	C,	thus	mitigating	
the	impact	of	clipping

We	design	an	adaptive	gradient	adjustment	term
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Experiments

Comparison	with	Stat-Of-The-Art	Methods

Ablation	Study Accuracy	Curve

Smaller	𝜀	sepresents	Stronger	Privacy	Protection
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Conclusion

1. In	this	paper,	we	delve	into	the	challenges	of	inflexible	personalization	and	convergence	difficulties	
under	differential	privacy	in	personalized	federated	learning

2. We	introduce	FedDPA	with	two	innovative	components,	Dynamic	Fisher	Personalization	(DFP)	and	
Adaptive	Constraint	(AC),	that	utilize	layer-wise	Fisher	information	to	dynamically	personalize	and	
adaptively	constrain	parameters,	effectively	addressing	the	challenges

3. 	The	efficacy	of	our	proposed	methods	has	been	thoroughly	validated	has	been	validated	against	
many	state-of-the-art	methods	on	various	datasets
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Thanks for watching!

Xiyuan Yang


