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1. Generalized Additive Models



Merantix Momentum
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2. Generalized Additive Models
Neural Additive Models (NAM):



Merantix Momentum
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2. Generalized Additive Models
Neural Additive Models (NAM):

Hypothesis: GAMs allow to understand each 
features’ contribution in isolation.



3. Multicollinearity and Concurvity

➔ Linear Models:

➔ Generalized Additive Models (GAM):

ProblemsModel
➔ Multicollinearity

➔ Concurvity



3. Multicollinearity and Concurvity

➔ Concurvity
Correlation between transformed features              , …,             .

Generalized Additive Model (GAM)

Example:  
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4. Concurvity Regularizer

Advantages of this approach:
- Simple
- General
- Plug and Play

Definition: Concurvity Regularizer



5. Results

Finding: Concurvity can be reduced significantly without impacting model fit.



Case Study: California Housing
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Case Study: California Housing

Finding: 
- Uncorrelated features 

remain unaffected.



Case Study: California Housing

Finding: 
- Correlated features often 

get almost pruned.



Key take home messages:

- We proposed a regularizer to mitigate concurvity in differentiable generalized 
additive models.

- We demonstrated its effectiveness at reducing concurvity while retaining 
model fit quality.

- Why ‘Curve Your Enthusiasm’? Watch out for concurvity to avoid drawing 
false conclusions from shape functions which hide concurvity.
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