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Some important stimuli to discriminate in nature



Discriminability vs Sensitivity

Only knowing sensitivity is not enough,
we also need stochasticity to study the 
discriminability



Sensitivity, Stochasticity, and Discriminability (1d)
1d stimulus 
1d response

Notations:
● x: stimulus
● y: response
● P(y|x)
● μ(x):=E(y|x) firing rates

Fisher information 

sensitivity
stochasticity

Discriminability
(when P(y|x) Gaussian and 
noise locally independent of x)

Cramér–Rao bound: 



Stochastic Model

Binomial Noise:



The model captures second-order statistics

Correlations:

Single-cell 
variability:

radius ~ sqrt(# trials * length)



High dimensional case

Dim = # pixels 
(spatio-temporal 40*50*50)

Full Dim = # neurons (a few thousands)
Manifold Dim = a few hundreds

Fisher information 
matrix



Information geometry

Euclidean:

Spherical:

Linearization:

Information geometry:

Fisher information matrix as Riemannian metric

Metric tensor



Theory for computing Fisher information matrix 
Challenge: Dimension of natural scene stimuli is huge



MDI varies greatly across stimuli

MDI: Eigenvectors of the 
Fisher information matrix 



Retinal noise correlation limits information coding

Debate: 
Noise correlation limits information 
coding            (da Silveira & Rieke 2021, 
Kanitscheider et al. 2015)
Noise correlation may not be 
information-limiting (Moreno-Bote et al. 
2014, Cafaro & Rieke 2010)



Firing rate dependency

● Complementary coding
● Flat discriminability implies 

information maximization



Thank you!


