
➢ Fine-tuning large-scale pre-trained models for downstream tasks.

➢ Updating full fine-tuning model is expensive.
➢ Existing methods keep pre-trained parameters frozen and

only update a small of task-specific parameters.
➢ Adapter Re-Composing.

➢ Exploring the importance of adaptation parameter reusability and

further compressing the adaptation cost.
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➢ We approach efficient pre-trained model adaptation from a novel

perspective by exploring the reusability of adaptation parameters, which

goes beyond existing works that primarily focus on the lightweight design

of adapter structures.

➢ We introduce the Adapter Re-Composing (ARC) strategy, which shares

parameters across layers and utilizes lower-dimensional re-composing

coefficients to create layer-adaptive adapters, keeping a linear increase in

parameter size with the number of layers.

➢ Through extensive experiments on various Vision Transformer variations

and numerous downstream tasks, we show that our method achieves highly

competitive transfer learning performance.

➢ Our codes is available at:                                                                        

https://github.com/DavidYanAnDe/ARC

Illustration of the proposed Adapter Re-Composing Method.

Plain Vision Transformer processing flow 

(a). Comparison of ARC with baselines and state-of-the-art efficient adaptation methods on five 

FGVC datasets. All methods utilize ViT-B/16 pre-trained on ImageNet-21k as the backbone. 
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We apply adapter by sharing the parameter

among up and down matrices as:

Adapters are shared between each layer.

(adapter are independent for MHA and FFN) 

(b). Comparison of ARC with baselines and state-of-the-art efficient adaptation methods on 

VTAB-1k benchmark. All methods utilize ViT-B/16 pre-trained on ImageNet-21k as the backbone.

(c). Performance comparison on VTAB-1k using ViT-Large and ViT-Huge pre-trained on

ImageNet-21k as backbone.

(d). Performance comparison on VTAB-1k using Swin-Base pre-trained on ImageNet-21k as

backbone.
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