
VisionLLM: Large Language Model is also an Open-Ended 

Decoder for Vision-Centric Tasks

Wenhai Wang*1, Zhe Chen*2,1, Xiaokang Chen*3,1, Jiannan Wu*4,1, Xizhou Zhu5,1,

Gang Zeng3, Ping Luo4,1, Tong Lu2, Jie Zhou6, Yu Qiao1, Jifeng Dai†6,1

1OpenGVLab, Shanghai AI Laboratory 2Nanjing University 3Peking University 4The University of Hong Kong 

5SenseTime Research 6Tsinghua University

Code

arXiv

1. Motivation

2. Contributions

• We propose VisionLLM, the first LLM-based

framework that leverages the power of LLMs to

address vision-centric tasks in an open-ended

and customizable manner.

• We overcome many difficulties when porting

LLMs to vision-centric tasks, by designing

unified language instruction that matches the

format of language models and covers various

vision-centric tasks. Correspondingly, we

develop a language-guided image tokenizer

and an LLM-based task decoder that can

handle open-ended tasks according to the given

language instructions based on the LLMs’

reasoning and parsing capabilities.

• We demonstrate the remarkable generality of our

models, showcasing their ability to handle

diverse scenarios, including random object

categories, random output formats, and

random task descriptions. Our model also

yields an impressive mAP score of 60+% on the

COCO detection dataset.

3. Methodology 

4. Experimental Results

(a)

(a) Overview of VisionLLM. It consists of three parts: a unified 

language instruction designed to accommodate both vision and 

vision-language tasks, an image tokenizer that encodes visual 

information guided by language instructions, and an LLM-based 

open-ended task decoder that executes diverse tasks defined 

by language instructions. 

(b) Illustration of the “output-format-asquery” decoding 

process. “<cls><x1>” denote the queries of the object’s class 

index and boundary points, and “<bos>” denotes the beginning 

of string.

• Lack of open-ended task abilities in the

field of computer vision. Large language 

models (LLMs) like ChatGPT have notably 

accelerated progress towards artificial general 

intelligence (AGI), with their impressive zero-

shot capacity for user-tailored tasks. However,

despite the availability of numerous powerful 

vision foundation models (VFMs), they are 

still restricted to tasks in a pre-defined form, 

struggling to match the open-ended task 

capabilities of LLMs.

(b)
• Results on standard vision-centric tasks

Object Detection

• Visualizations

(a) Object Detection with

Customized Class Set.

(b) Object Location with

Editable Output Format.

(c) Image Description with

Controllable Text Length.

(d) Visual Question Answer with

Complex Reasoning.

• Ablation studies

(a) Effect of text encoder in the 

language-guided image tokenizer.

(b) Effect of image tokenization method.

(d) Effect of #Bins.

(c) Effect of LoRA. (e) Effect of Seq2Seq.
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