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Background: Current VLMs struggle to understand concepts beyond nouns

Recent VLMs face challenges in understanding visual language concepts 
beyond object nouns (e.g., recognizing attributes, relations, states)

https://arxiv.org/abs/2210.01936



Background: How about actions?

?

?

The understanding of the cause and effect of 
actions in textual, visual, and temporal dimensions

Action Knowledge



4

➤ Action Dynamics Benchmark (ActionBench) based on two VL datasets: SSv2, Ego4d
● Probing tasks: Action Antonym (AA), Video Reversal (VR)
● Baseline task: Object Replacement (OR)

ActionBench: Do SOTA VidLM really understand actions?



6

➤ Evaluating SOTA VidLMs on ActionBench

Near random performance on Action Antonym 
(AA) and Video Reversal (VR)

Clear biases towards object nouns compared 
to actions

ActionBench: Do SOTA VidLM really understand actions?
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➤ Patch → Fuse

How can we patch action knowledge into existing VidLMs without 
compromising their general VL capabilities?

PAXION

PAXION Framework Overview
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Knowledge Patcher: Patching frozen VLMs with Action Knowledge

A light-weight 
Perceiver-based 
module attached to a 
frozen VidLM
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Knowledge Patcher: Patching frozen VLMs with Action Knowledge

New training objects 
DVDM (VAC, ATM losses) 
to force the model to 
encode action dynamics

Video-Action Contrastive (VAC): 
encourages learning the 
alignment between the video and 
the action verbs

Action-Temporal Matching: 
encourages learning the correct 
temporal ordering implied by the 
action text
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DVDM objectives significantly improves action 
understanding (near-random ⇒ ~80%)

Knowledge Patcher: Patching frozen VLMs with Action Knowledge
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Knowledge Fuser: Retaining VL capabilities while leveraging the patched action knowledge

How can we patch action knowledge into existing VidLMs without 
compromising their general VL capabilities?

The KP representation is highly specialized in action understanding
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Knowledge Fuser: Retaining VL capabilities while leveraging the patched action knowledge

A light-weight 
cross-attention module 
which fuses the learned 
Knowledge Patcher 
features with the frozen 
backbone features
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Knowledge Fuser: Retaining VL capabilities while leveraging the patched action knowledge

➤ Downstream Tasks

Video-Text Retrieval
SSv2-Label

Causal-Temporal VQA
NExT-QA

Video-to-Action Retrieval
SSv2-Template Temporal

More object-centric More action-centricRequire causal and temporal 
understanding of objects and actions

"pushing scissors so 
that it falls off the table"

SSv2-label

"pushing something so 
that it falls off the table"

 SSv2-template (where the main object is obfuscated)

Video-Text 
Retrieval
Example

Video-to-A
ction 
Retrieval
Example
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Knowledge Fuser: Retaining VL capabilities while leveraging the patched action knowledge

➤ Downstream Task Results

PAXION with Knowledge Fuser outperforms/performs competitively with 
VTC-only baselines on both object-centric and action-centric tasks

Paxion helps more on T 
and C questions, and on 
ATP-hard where the 
temporal and action 
knowledge is emphasized
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Knowledge Fuser: Retaining VL capabilities while leveraging the patched action knowledge

➤ Analysis

Compared setting: Finetune Knowledge 
Patcher[VTC+DVDM] w/o a Knowledge Fuser

Compared setting: Add Knowledge Fuser to a 
Knowledge Patcher trained with only VTC loss

Knowledge Fuser is essential for retaining 
object understanding capabilities

DVDM patching improves action 
understanding on downstream tasks
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Qualitative Examples of PAXION
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Qualitative Examples of PAXION

Remaining 
challenges

Negation

Object identification

Counting
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