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Background Introduction
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 Geodesics in 3D Geometry Processing
 A curve representing the shortest path between two points on a surface

(b) shortest path along the surface(a) flight paths travel along an arc

 Wide Applications
 Shape analysis

 Correspondence

 Deformation

 Texture mapping

 …



2

 Previous Works
 Methods based on discrete wavefront propagation or geodesic graphs

 Advantages: high-quality geodesics; arbitrary mesh triangulation

 Disadvantages: computational inefficiency; cumbersome pre-computation

 Methods based on partial differential equation
 Advantages: flexibility; efficiency; ease of implementation

 Disadvantages: sensitive to the quality of mesh triangulation

Background Introduction

 Task Objectives
 Encode geodesic distance and path fields using neural implicit representations

 Compact storage

 Fast query speed

 Generalizable to unseen shapes/categories 

 Flexible for various data formats (e.g., mesh, point cloud)
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 Problem Formulation
 Given a pair of source and target query points, the neural network is trained to output their geodesic distance and shortest path.

 paired input queries: 3D points located on the underlying surface

 geodesic distance: a scalar value

 shortest path: discretized as an ordered sequence of 3D points

Proposed Methodology



4

 Overfitted Working Mode
 (1) Embed each 3D query point into the high-dimensional latent space

 (2) Regress the geodesic distance value from the absolute feature difference

 (3) Generate shortest path points through curve deformation

 (a) initial line segment

 (b) feature guidance

 (c) curve points generation

 (4) Regress the signed distance value from each query point embedding

Proposed Methodology
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 Generalizable Working Mode
 Replace the original query point embedding with a feature extractor

 (a) autodecoder-based (i.e., DeepSDF-like)

 (b) transformer-based

 (c) graph-based

Proposed Methodology
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 Loss Functions
 Supervision of signed and geodesic distances

 Supervision of shortest paths

 Consistency constraint of curve lengths

 Distribution constraint of curve points

Proposed Methodology
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 Results of Single-Source All-Destination (SSAD) Querying and SDF Fitting

Experiments
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 Performances of Generalizable NeuroGF

 Ablation Studies

Experiments
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