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On Separate Normalization in Self-supervised Transformers
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Proposed Method (SepNorm)

SepNorm encourages better [CLS] representation

Implementation of SepNorm in Pytorch

Perform normalization separately on CLS and other tokens

1. SepNorm alleviates the  
dimensional collapse issue in the  
[CLS] embeddings 

2. SepNorm achieve better 
uniformity when training in a 
contrastive approach 

SepNormLayerNorm

Results on STS and transfer  tasks


