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Train with only normal data distribution    

Anomaly detection (AD)
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The task of anomaly detection (AD) is to train an 
anomaly detector S-(x) : X –> R to assign low
anomaly scores to normal data and high scores to 
abnormal data. loss function

At test time, evaluate              on both normal
and abnormal data.  

However, an anomaly detector will fail under 
distribution shifts.



AD under distribution shifts
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In the applications of AD, distribution shifts make an anomaly detector ineffective.

Dragoi, Marius, et al. "AnoShift: A distribution shift benchmark for unsupervised anomaly 
detection." Advances in Neural Information Processing Systems 35 (2022): 32854-32867.

distribution shifts



AD under distribution shifts
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0.320 0.555 0.272 0.159AUPRC:

Brain tumor detection from different hospitals

Pinaya, Walter Hugo Lopez, et al. "Unsupervised Brain Anomaly Detection and 
Segmentation with Transformers." Medical Imaging with Deep Learning. PMLR, 2021.

In the applications of AD, distribution shifts make an anomaly detector ineffective.



An intuition for zero-shot AD

batch-level prediction
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How do we implement this intuition?



Key idea: batch normalization

Batch normalization automatically centers the normal data of a mini-batch x_b
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Batch normalization as a zero-shot method does not directly apply for complex data such as images.



Proposed Method - Automatic Centered Representations (ACR)

Learn a representation that batch normalization can be applied to
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Anomaly detector

Loss function



Proposed Method - Automatic Centered Representations (ACR)
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Comparison against stationary anomaly detection

Zero-Shot Anomaly Detection (ours)
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Batch-mode training

Batch-mode test

Batch-norm layers in training mode

Batch-norm layers in inference mode

Batch-mode training

Batch-mode test

Batch-norm layers in training mode

Batch-norm layers in training mode

Stationary Anomaly Detection



Experiments

Tasks
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Object-level anomaly detection Industrial inspection Tabular data

We ensure the test distributions are not encountered at training time.
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