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Background
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When performing large language model inference in batches, the inclusion of sequences with 
differerent response lengths leads to inefficiencies. Shorter sequences are forced to wait for 
longer ones to complete, resulting in computational waste.

Batch inference speed is negatively affected by different response lengths 



Background
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In real-world scenarios, the lengths of responses to various queries exhibit significant variability.

Batch inference speed is negatively affected by different response lengths 



Response Length Perception

LLMs can predict the length of their responses.
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LLMs can predict the length of their responses.
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Response Length Perception



For smaller models, we use instruction tunning to improve this ability.
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Response Length Perception



Sequence Scheduling

Our method predicts the length of responses first and groups the ones with similar lengths into 
batches. Two techniques are used to further improve the performance: Failure Collection and Re-
computation (FCR), and Variable Batch Size (VBS)
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Sequence Scheduling

Failure Collection and Re-computation (FCR): If a long response is mistakenly predicted as a short 
one and included in a batch with predominantly short responses, the overall processing time is 
affected as the short queries are forced to wait for the completion of the long one. We restrict the 
number of newly generated tokens to be at most the maximum predicted length within a batch and 
re-compute the failed ones at the end of the group.
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Sequence Scheduling

Variable Batch Size (VBS): Shorter responses require less memory compared to longer ones. We 
allocate a larger batch size for shorter responses.
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Experiment
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Summary

LLMs can estimate the length of their
responses, which can be used to group
batches for efficient inference
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Thank you


