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Figure source: Geng, Tong, et al. "AWB-GCN: A graph convolutional network accelerator with runtime workload rebalancing." 2020 53rd Annual IEEE/ACM International Symposium on Microarchitecture (MICRO). IEEE, 2020.
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Threat Model

A - Adjacency matrix
X - Features



Motivation and Challenge

1. High-latency HE operations
2. Large memory consumption
3. Execution Order
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Execution Order

（A · X) optimized
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Less memory as feature reduction



Execution Order

（A · X) optimized

(X· W) optimized

Need a global optimized solution



Proposed Techniques

1. Parallel-Packing
2. Interleaved Assembling
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2*3 rotations
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1 ct pack 2 features of 4 nodes



Parallel-Packing  
1 ct pack 2 features of 4 nodes

(2 + 3) 
rotations 



Interleaved Assembling

Vacant slots after X ·W



Experiment
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1. In this work, we propose a two-dimension parallel packing technique with a 
interleaved assembling technique to speed up the HE-GCN inference.

2. These techniques can better save ciphertext memory and effectively reduce the 
number of homomorphic operations required. 

3. Experimental results based on the GAEs for link prediction task have shown 
roughly 5x speedup to previous SOTAs.


