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Overview

MLE Cons:

• Requires MCMC

• Short-run MCMC is biased

• Long-run MCMC is slow

How to learn the latent space energy-based prior model through MLE?

Our Solution:

Diffusion-Based Amortization of MCMC

MLE Pros:

• Principled

• Good asymptotic properties

• Etc. 



Method

Complete data distribution:

Background: Latent Space Energy-Based Prior Model

Learning gradients of the prior model:

Langevin dynamics for sampling:



Method

Given the transition kernel 𝐾:

Amortizing MCMC

a) Employ a T-step short-run LD initialized with the current sampler 𝑞𝝓𝑘−1
to 

approximate 𝐾𝑇𝑞𝝓𝑘−1
as the target distribution of the current sampler

b) Update the current sampler 𝑞𝝓𝑘−1
to 𝑞𝝓𝑘



Method

Diffusion-based amortization:

a) For the choice of 𝑞𝝓, let us consider distilling the gradient field of target 𝑞 in 

each iteration, so that the resulting sampler is close to the target distribution. 

b) This naturally points to the DDPMs. To be specific, learning a DDPM with ϵ-

prediction parameterization is equivalent to fitting the finite-time marginal of 

a sampling chain resembling annealed LD. 

c) We can plug in the objective of DDPM, which is a lower bound of log𝑞𝝓 , to 

obtain the gradient-based update rule for 𝑞𝝓.



Method

Diffusion-based amortization:



Experiments

Amortizing Long-Run (1k-3k stps.) MCMC

Neural likelihood experiment:

a) The true posterior distributions are multimodal. 

b) Posterior obtained by performing LD sampling 

until convergence.

c) Our method can amortize long-run chains w/ 

the length of 1k-3k steps. 



Experiments

Generation and Inference: Prior and Posterior Sampling

◼ Prior model learned by our method demonstrates better generation quality.

◼ Posterior samples from the proposed method produces sharper 

reconstruction results.
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