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Motivation

● Contrastive Audio-Language models are used for zero-shot close-ended 

tasks, such as classification and retrieval 

● However, these models inherently lack the capacity to produce the requisite 

language for open-ended tasks, such as Audio Captioning or Audio Question 

& Answering

● Can we have a unified model that performs close-ended and open-ended 

tasks?
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🐧 Audio Language Model



Frame audio tasks as audio-text to text tasks 

(audio-text)-text

Output: Unconstrained text

Input: Audio Input: Text prompt



Audio-task templates for training

(audio-text)-text

Output: Unconstrained text

Input: Audio Input: Text prompt

3.4M (audio-text)-text triplets



Training 🐧 Audio Language Model



Two types of downstream tasks

Open-ended 

tasks

Close-ended 

tasks

Audio Captioning

Audio QA

Sound event and scene classification

Audio Retrieval

Music Analysis

Speech Emotion Recognition
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SoTA on several downstream tasks



Audio Grounded text continuation



Conclusions

● Contrastive Audio-Language models are used for zero-shot close-ended 

tasks, such as classification and retrieval 

● We propose🐧Pengi an Audio-Language model that can perform both open-

ended and close-ended downstream tasks

● Pengi is evaluated on 21 downstream tasks and achieves SOTA performance 

on open-ended tasks and most close-ended tasks

● Code and pretrained models are available at 

https://github.com/microsoft/pengi

https://github.com/microsoft/pengi

	Slide 1: 🐧Pengi: Audio Language Model for  Audio Tasks
	Slide 2: Motivation
	Slide 3: Motivation
	Slide 4: Motivation
	Slide 5: Motivation
	Slide 6: 🐧 Audio Language Model
	Slide 7: Frame audio tasks as audio-text to text tasks 
	Slide 8: Audio-task templates for training
	Slide 9: Training 🐧 Audio Language Model
	Slide 10: Two types of downstream tasks
	Slide 11: Two types of downstream tasks
	Slide 12: Two types of downstream tasks
	Slide 13: SoTA on several downstream tasks
	Slide 14: Audio Grounded text continuation
	Slide 15: Conclusions  

