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Time Series In Real World
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Time Series Analysis

Future Time SeriesPast Observations

[Forecasting]

Weather forecasting, Energy/Traffic planning



Time Series Analysis
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[Classification]

Action recognition, Heartbeat diagnosis



Pre-training and Fine-tuning in Time Series

① Use the model as the carrier of knowledge.

② Learn transferable temporal representations.

Pre-training

Fine-tuning

Large-scale time series data Diversified time series analysis tasks



Differences among Image, Language and Time Series in Pre-training

Pre-training is important in time series domain.

Basic visual element

Semantic association &
semantic information Time series is a series of data points indexed (or listed or graphed) in time order.



Temporal Variations Modeling in Time Series

Rising Fluctuation

Falling

More information of time series is in temporal variations,

such as continuity, periodicity, trend and etc.

Time



Different Tasks Need Different Level Representation
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Pre-training Methods in CV and NLP

Contrastive Learning
Learn discriminative positive or negative
representations.

Masked Modeling
Reconstruct the masked content based 
on the unmasked part.
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Canonical Masked Modeling

ü Direct Reconstruction
Directly masking a portion of time points will seriously ruin the 
temporal variations of the original time series.

Masked Series

Original Series

Manifold

Difficult to Reconstruct



Multiple Masked Modeling

ü Neighborhood Aggregation
Multiple randomly masked series will complement each other.

Multiple Masked Series

Original Series

Manifold

Benefit Masked Modeling



Overall design of SimMTM

Generate original & masked

series representations.

① Point-wise Representations

② Series-wise Representations



Overall design of SimMTM

① Series-wise Similarity ② Point-wise Aggregation

Multiple masked series complete each other and adaptive aggregate weight.



The Reconstruction Process of SimMTM
① Masking

1.

② Representation Learning

③ Series-wise similarity learning

④ Point-wise aggregation

2.

3.
4.
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Experiment: Overall

ü Two typical time series analysis tasks: Forecasting and Classification. 

ü Under multiple experiment settings: In- and Cross domain，Unified and Official 

implementation Encoder.

ü Compared to 6 advanced baselines in 12 databases.



Experiment: Overall

SimMTM outperforms other baselines 
significantly in all settings!



Experiment: Forecasting

SimMTM consistently outperforms other pre-training 
methods for in- and cross-domain settings.



Experiment: Classification

SimMTM surpasses all advanced time series 
pre-training baselines.



Model Generality

SimMTM can consistently improve the forecasting 
performance of diverse base models.



Limited Fine-tuning Data Scenarios

We pre-train a model and fine-tune it with 

different choices for the remaining 

proportions of training data.

ü SimMTM achieves significant 

performance gains in different 

data proportions.



Masking Strategy

We explore the potential relationship between the 

masked ratio and the number of masked

series used for reconstruction.

ü Choosing a reasonable balance 

between the masked ratio and the 

reconstructed numbers is critical 

when using SimMTM.

ü.



Open Source

Code is available at https://github.com/thuml/SimMTM

https://github.com/thuml/
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