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Text-to-image generation: generating images from natural language descriptions
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• Inherent gap between text and image
• concise and abstract words can depict 

intricate and complex visual scenes

 Existing issues:

classroom
• Unwilling to take time to write detailed descriptions

 Scene enrichment is needed

Motivation
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• Vision Distraction

• Wrong Binding

 Issues:

Motivation
Text-to-image generation: generating images from natural language descriptions
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Scene Graph-based Scene enrichment

 Advantages:

• SG advances in depicting the intrinsic 
semantics of texts (or vision) with structured 
representations

• the enrichment process can be much more 
accurate and controllable

Motivation
Text-to-image generation: generating images from natural language descriptions
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T2I

scene-graph 
hallucination

Method
SG-based hallucination diffusion system
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 Scene Graph Hallucination

Method
SG-based hallucination diffusion system
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 Scene-driven Image Synthesis

Method
SG-based hallucination diffusion system



Main Comparison
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Experiments



Qualitative Results
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Experiments
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Take-away

 This work focuses on investigating to generate intricate images from abstract prompts.

 We solve the abstract-to-intricate T2I with a discrete diffusion-based SG hallucination 
mechanism, enriching the scene with reasonable imagination.

 We propose a diffusion-based model with a hierarchical scene integration strategy for highly 
controllable and scalable image generation.

 Our framework achieves new SoTA results in the abstract-to-intricate T2I generation.
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