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The Conflicts between Learning and Communication in FL

Communication: shared parameter space among clients, low-dimensional
space to reduce communication cost;
Learning: different parameter space to incorporate system and data
heterogeneity; high-dimensional space for better performance;
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FedSep: Separating Communication and Learning in FL
The FedSep Framework:

Optimization Objective:

min
x∈Rp

h(x) :=
1

M

M∑
m=1

h(m)(x) :=
1

M

M∑
m=1

f (m)(y(m)
x ),

y(m)
x = argmin

y(m)∈Rd(m)

g(m)(x, y(m)) (1)
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FedSep Algorithm

Algorithm 1 Separating Communication and Learning in FL (FedSep)

1: for t = 1 to T do
2: Randomly sample a subset Mt of clients;
3: for m ∈ Mt in parallel do
4: Decode stage: estimate y

(m)
x = Dec(m){x};

5: Learning stage: optimize f (m)(y);
6: Encode stage: encode the update of the learning layer back to the com-

munication layer;
7: end for
8: xt+1 = xt − 1

|Mt|
∑

m∈Mt
ηg∆x̂

(m)
t

9: end for
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Convergence Theorem

Theorem

Suppose we choose the learning rates as γ = min( 1
2L , (

1
CγT

)1/2),

η = min

(
1,

(
8IbxML̄h(x1)

TG2
2

)1/2

,
(

4L̄h(x1)
CηI2T

)1/3)
and ηg = 1

2IL̄
, then we have:

1

T

T∑
t=1

E
(
∥∇h(xt)∥2 +

1

2I

I∑
i=1

∥Eξ[∆̄x̂t,i]∥2
)

= O

(
κ3

T
+

(
κ5

T

)1/2

+

(
κ6

T 2

)1/3

+ G̃

)

where G̃ = κ2(1− τµ)2(Q+1) + κ4(1− µγ)Idec , Cη and Cγ are some constants.
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Communication-efficient Federated Learning

Objective:

min
ω∈Rp

1

M

M∑
m=1

L(θ(m)
ω ;D(m)

tr ) s.t. θ(m)
ω = argmin

θ∈Rd

1

2

∥∥S(m)θ − ω
∥∥2
2
+ β

∥∥θ∥∥
1

Test Accuracy w.r.t Communication Rate for FedSep and other baseline methods for MNIST Dataset.
The left plot shows results under the I.I.D case, and the right plot shows results for the Non-I.I.D case.
The local learning steps are set as I = 5.
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Model-Heterogeneous Federated Learning

Objective:

min
ω∈Rp

1

M

M∑
m=1

L(θ(m)
ω ;D(m)

tr )

s.t. θ(m)
ω = a(m)

ω ⊙ ω, a(m)
ω = argmin

a∈{0,1}p

L(a⊙ ω;D(m)
val ) + βR(T (a), p(m)Ttol)

Experimental Results
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