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2. The !"! Method
• Utilizes question generation and 

visual question answering
• Creates questions related to the 

text, ensuring the correct 
answer is obtained when asking 
these questions with the 
provided image

• Focusing on image-text alignment, we introduce 
SeeTRUE, a comprehensive benchmark, and two 
effective methods: a zero-shot VQA-based approach 
and a synthetically-trained, fine-tuned model, both 
enhancing alignment tasks and text-to-image 
reranking

1. What You See is What You Read?

4. Main Experiments
• Our methods surpass prior 

approaches in various text-image 
alignment tasks
• Significant improvements in 

challenging cases involving complex 
composition or synthetically 
generated images
• State-of-the-art results on the 

challenging Winoground dataset

5. Contradiction Generation
• Our VQ! method detects inconsistencies between images and 

text by pinpointing question-answer pairs with the lowest VQA 
scores, proving effective across multiple datasets.

6. Comparing Generative Models
• VQ! and VNLI scores are highly correlated with human 

ranking in evaluating text-to-image models
• Offers a way to evaluate dataset difficulty
• Revealing DrawBench as a harder dataset compared to 

COCO-t2i

7. Reranking Using Alignment Assessment
• Reranking image candidates - DrawBench and COCO-t2i
• VQ! and VNLI consistently achieves higher quality scores 

compared to CLIP
• Showcasing the 

potential in enhancing 
text-to-image systems

• Generating data using text-to-image (t2i) models, image-to-
text (i2t) models, large language models (LLMs), and natural 
language inference (NLI) 
• Including a mix of natural and synthetic images, captions, and 

prompts
• ConGen: Generating Contradicting Captions by Prompting LLMs

3. Visual Entailment Data Generation


