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Motivation
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Two problems in existing works:

1) neglecting the temporal nature of loss function adjustment;

2) neglecting the states of loss functions.
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1)  adopting an LSTM teacher to accumulate the experience during teaching a student;

2) employing the state of DLN to update the parameter of DLN.
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Our L2T-DLN bring two benefits:

1) capturing and maintaining short- and long-term dependencies during teaching process;

2)   the gradient concerning DLN achieves holistic information integration throughout the 
learning process, facilitated by prior knowledge (chain rule).



Student 

learning

Method

6

Teacher 

learning

DLN 

learning

Sθ
0

BP

Tφ
0

h0

ϕ0

θ0 θN

+

Sθ
N

h1

ϕ1

θ2N

Sθ
2N

Tφ
1

+

… …

g0∇ϕ0 ∇ϕ1

BP
φ1φ0

… θ M+K N

… φK

… ϕM

Lϕ
0 Lϕ

1 Lϕ
1fix

BP BP



Convergence Analysis
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Conclusion 1: Let ℋ ≜ ∇2𝑒(𝑥) denote the Hessian matrix at 𝜖-second-order stationary 
solution 𝑣∗ where 𝜆𝑚𝑖𝑛 ℋ ≤ −𝛾 and 𝛾 > 0. We have 

𝜆𝑚𝑎𝑥 𝑀−1𝐺 > 1 + 𝜂𝛾/(1 + 𝐶/𝐶𝑚𝑎𝑥)
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Comparison with SOTA loss functions in classification task.

Comparison with SOTA method in noisy-label classification task.
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Comparison with YOLO-v3 loss in objective 
detection.

Comparison with PSPNet loss in semantic 
segmentation.
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Visualization of DLN during MNIST learning

(a) (b) (c) (d)

Visualization of DLN during CIFAR10 learning

(a) (b) (c) (d)
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Visualization of gradient of the student in noisy-label classification

(a) CIFAR10 (b) CIFAR100



References

12

[1] Jonathan T Barron. A general and adaptive robust loss function. In Proceedings of the IEEE/CVF Conference on Computer Vision and 

Pattern Recognition, pages 4331–4339, 2019.

[2] Yang Fan, Yingce Xia, Lijun Wu, Shufang Xie, Weiqing Liu, Jiang Bian, Tao Qin, and Xiang-Yang Li. Learning to reweight with deep 

interactions. In Proceedings of the AAAI Conference on Artificial Intelligence, volume 35, pages 7385–7393, 2021.

[3] Chen Huang, Shuangfei Zhai, Walter Talbott, Miguel Bautista Martin, Shih-Yu Sun, Carlos Guestrin, and Josh Susskind. Addressing the 

loss-metric mismatch with adaptive loss alignment. In International conference on machine learning, pages 2891–2900. PMLR, 2019.

[4] Lu Jiang, Zhengyuan Zhou, Thomas Leung, Li-Jia Li, and Li Fei-Fei. Mentornet: Learning data-driven curriculum for very deep neural 

networks on corrupted labels. In International conference on machine learning, pages 2304–2313. PMLR, 2018.

[5] Qingliang Liu and Jinmei Lai. Stochastic loss function. In Proceedings of the AAAI Conference on Artificial Intelligence, volume 34, pages 

4884–4891, 2020.

[6] Weiyang Liu, Yandong Wen, Zhiding Yu, and Meng Yang. Large-margin softmax loss for convolutional neural networks. In International 

Conference on Machine Learning, pages 507–516. PMLR, 2016.

[7] Tan Nguyen and Scott Sanner. Algorithms for direct 0–1 loss optimization in binary classification. In International Conference on Machine 

Learning, pages 1085–1093. PMLR, 2013.

[8] Joseph Redmon and Ali Farhadi. Yolov3: An incremental improvement. arXiv preprint arXiv:1804.02767, 2018.

[9] Jun Shu, Qi Xie, Lixuan Yi, Qian Zhao, Sanping Zhou, Zongben Xu, and Deyu Meng. Meta-weight-net: Learning an explicit mapping for 

sample weighting. Advances in neural information processing systems, 32, 2019.

[10] Lijun Wu, Fei Tian, Yingce Xia, Yang Fan, Tao Qin, Lai Jian-Huang, and Tie-Yan Liu. Learning to teach with dynamic loss functions. 

Advances in neural information processing systems, 31, 2018.

[11] Hengshuang Zhao, Jianping Shi, Xiaojuan Qi, Xiaogang Wang, and Jiaya Jia. Pyramid scene parsing network. In Proceedings of the 

IEEE conference on computer vision and pattern recognition, pages 2881–2890, 2017.



13

Thank you!
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