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Domain Adaptation and Invariant Representations

Source Target

Problem Setup for Domain Adaptation
A (low-resource) target domain 𝜇𝑇 , and a source domain 𝜇𝑆.

Goal. Train a good model for 𝜇𝑇 using available resources.

Example. In unsupervised domain adaptation, have labeled data
from source domain, but only unlabeled data from target domain.
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Domain Adaptation and Invariant Representations
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Invariant Representation Learning

1. Learn a mapping 𝑔 : X → Z that matches and aligns the
source and target data distributions on the feature spaceZ.

2. Train the model on the learned (and transferrable) features.

Example. In unsupervised domain adaptation, the feature map is
learned on unlabeled data from source and target, and the model
is trained on source labeled data.
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Learning to Rank

…

q1 d1
q1 d2

q1 dℓ

List of q-d pairs

Query:  What kind of bear is best?

Document 1:  There are basically two…
Document 2:  Bears eat beets. Bears…

Document ℓ:  All bear species are great…

…

A ranking problem is given by joint distribution 𝜇 over length-ℓ
lists of items (𝑋1, · · · , 𝑋ℓ) and scores (𝑌1, · · · ,𝑌ℓ).
Measure model performance by ranking metrics, e.g., MRR, NDCG.

Goal. Train a ranking model 𝑓 that ranks the items in agreement
with the descending order of the scores.
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Learning to Rank

…

q1 d1
q1 d2

q1 dℓ

… …

Dense

Ranking scoresList of q-d pairs List of feature vectors

Text encoder
(cross-a:ention)

A ranking problem is given by joint distribution 𝜇 over length-ℓ
lists of items (𝑋1, · · · , 𝑋ℓ) and scores (𝑌1, · · · ,𝑌ℓ).
Measure model performance by ranking metrics, e.g., MRR, NDCG.

Goal′. Train a scoring model 𝑓 that scores the items in agreement
with the descending order of the scores.

Feature Space. Model computes a list of feature vectors,
(𝑍1, · · · , 𝑍ℓ) ∈ ℝℓ×𝑘, where 𝑍𝑖 ∈ ℝ𝑘 corresponds to item 𝑖.
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Item-Level Alignment1

Feature Space. Model computes a list of feature vectors,
(𝑍1, · · · , 𝑍ℓ) ∈ ℝℓ×𝑘, where 𝑍𝑖 ∈ ℝ𝑘 corresponds to item 𝑖.

μS
item

μT
item

In item-level alignment, distributions of feature vectors
aggregated from all lists are aligned, i.e., 𝜇𝑍,item

𝑆 ≈ 𝜇𝑍,item
𝑇 ,

supp(𝜇𝑍,item) ⊆ ℝ𝑘, 𝜇𝑍,item(𝑣) = ℙ(𝑣 ∈ (𝑍1, · · · , 𝑍ℓ)).

List structure on data is ignored.

1Cohen et al., 2018; Tran et al., 2019; Xin et al., 2022.
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List-Level Alignment

Feature Space. Model computes a list of feature vectors,
(𝑍1, · · · , 𝑍ℓ) ∈ ℝℓ×𝑘, where 𝑍𝑖 ∈ ℝ𝑘 corresponds to item 𝑖.

…

…

…

…

μS
list

μT
list

…

…

In list-level alignment, distributions of lists of feature vectors are
aligned, i.e., 𝜇𝑍,list

𝑆 ≈ 𝜇𝑍,list
𝑇 ,

supp(𝜇𝑍,list) ⊆ ℝℓ×𝑘, 𝜇𝑍,list(𝑧) = ℙ(𝑧 = (𝑍1, · · · , 𝑍ℓ)).

Preserves list structure on data.
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List-Level vs. Item-Level Alignment

List-level alignment is stronger than item-level alignment.

Example. Source and target both have 2 lists of length-3.

Representation 1

q1 d1

q1 d2

q1 d3

q2 d1

q2 d2

q2 d3

q3 d4 q3 d5

q3 d6 q4 d4

q4 d5 q4 d6

Aligned at item-level 
but not at list-level

Representation 2

q1 d1

q1 d2

q1 d3

q2 d1

q2 d2

q2 d3

q3 d6 q4 d5

q3 d5 q4 d6

q3 d4 q4 d4

Aligned at item-level 
and at list-level
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Benefits of List-Level Alignment

1. We establish a domain adaptation generalization bound for
ranking based on list-level alignment.

Theorem (Instantiated for mean reciprocal rank)

On ranking problems, under Lipschitz assumptions on model and
scores, let 𝑔 : X → Z, then for all scoring models ℎ : Z → ℝℓ,

MRR𝑇 (ℎ ◦ 𝑔) ≥ MRR𝑆 (ℎ ◦ 𝑔) − 𝛩(ℓ)𝑊1(𝜇𝑍,list
𝑆 , 𝜇𝑍,list

𝑇 ) − 𝜆∗𝑔,

where 𝜆∗𝑔 = minℎ′ (1 −MRR𝑆 (ℎ′ ◦ 𝑔) + 1 −MRR𝑇 (ℎ′ ◦ 𝑔)). Note that
MRR ∈ (0, 1].

Can also be instantiated for other ranking metrics, e.g., NDCG.
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Benefits of List-Level Alignment

2. List-level alignment achieves better unsupervised domain
adaptation performance vs. item-level alignment and
zero-shot transfer.

Target domain Method MAP MRR@10 NDCG@10

Robust04

BM25 0.2282 0.6801 0.4088
Zero-shot 0.2759 0.7977 0.5340
Item-level alignment 0.2822 0.8037 0.5396
List-level alignment 0.2901 0.8234 0.5573

TREC-COVID

BM25 0.2485 0.8396 0.6559
Zero-shot 0.3083 0.9217 0.8200
Item-level alignment 0.3087 0.9080 0.8142
List-level alignment 0.3187 0.9335 0.8412

BioASQ

BM25 0.4088 0.5612 0.4653
Zero-shot 0.5008 0.6465 0.5542
Item-level alignment 0.4781 0.6383 0.5343
List-level alignment 0.5191 0.6666 0.5714

Source domain is MS MARCO.
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