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Problem Formulation: Backup-Generalization Cycle in Offline RL

• We introduce a view called Backup-Generalization Cycle. This view, as depicted in the Fig below, fosters an 
understanding of typical offline value function learning via two key components: Backup and 
Generalization:

This dynamic interplay forms a cycle: 
(1) the backups on 𝑠, 𝑎 ∈ 𝐷 consistently influence the values of 𝑠, 𝑎 ∉ 𝐷 through generalization; 
(2) the consistently changing 𝑄(𝑠′, 𝜋 𝑠′ ) participates in the backups on 𝑠, 𝑎 ∉ 𝐷; 
The two kinds of dynamics iterate and twine during the learning process.



Problem Formulation: Overgeneralization in Offline RL

Further, we consider how Q function update caused by typical Temporal-Difference (TD) learning on a single 
state-action pair 𝑠, 𝑎 ∈ 𝐷 (denoted as 𝜙 → 𝜙′), affects the Q-value of an arbitrary state-action pair ( ҧ𝑠, ത𝑎). 

The post-update parameter 𝜙′ can be formalized as follows: 

By Taylor expansion at the pre-update parameter 𝜙:

𝜙′ = 𝜙 + 𝒯𝑄𝜙(𝑠, 𝑎) − 𝑄𝜙(𝑠, 𝑎) ∇𝜙𝑄𝜙(𝑠, 𝑎)

𝑄𝜙′( ҧ𝑠, ത𝑎) = 𝑄𝜙( ҧ𝑠, ത𝑎) + ∇𝜙𝑄𝜙( ҧ𝑠, ത𝑎)𝑇 𝜙′ − 𝜙 + 𝒪 ∥ 𝜙′ − 𝜙 ∥
2

By plugging the first Eq to the second Eq:

𝑄𝜙′( ҧ𝑠, ത𝑎) = 𝑄𝜙( ҧ𝑠, ത𝑎) + 𝑘𝜙( ҧ𝑠, ത𝑎, 𝑠, 𝑎) 𝒯𝑄𝜙(𝑠, 𝑎) − 𝑄𝜙(𝑠, 𝑎) + 𝒪 ∥ 𝜙′ − 𝜙 ∥
2

where 𝑘𝜙 ҧ𝑠, ത𝑎, 𝑠, 𝑎 = ∇𝜙𝑄𝜙 ҧ𝑠, ത𝑎 𝑇∇𝜙𝑄𝜙 𝑠, 𝑎 , which us called Neural Tangent Kernel. We can control the 

generalization by mainly adjusting this kernel.  



Method: Reining Generalization via Two-Stage Kernel Control

Suppress 𝑄(𝑠, 𝑎) ⟶
generalization

𝑄(𝑠, 𝜋(𝑠)) for 𝑠, 𝑎 ∈ 𝐷 by

𝒎𝒊𝒏𝝓 𝜵𝝓𝑸𝝓 𝒔, 𝒂 𝑻𝜵𝝓𝑸𝝓 𝒔, 𝝅(𝒔)

When the learning policy evolves and 
resembles the behavioral policy  

𝑚𝑖𝑛𝜙 𝛻𝜙𝑄𝜙 𝑠, 𝑎 𝑇𝛻𝜙𝑄𝜙 𝑠, 𝜋(𝑠) for 

𝑎 ≈ 𝜋(𝑠) could lead to over-inhibition

Suppress the generalization between 
the learning policy distribution and the 
designed OOD policy distribution by 

𝒎𝒊𝒏𝝓 𝜵𝝓𝑸𝝓 𝒔, 𝝅(𝒔) 𝑻𝜵𝝓𝑸𝝓 𝒔, 𝝅𝒐𝒐𝒅(𝒔)



Results
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