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Sharpness-Aware Minimization

Sharpness-Aware Minimization (SAM) [Foret et al., 2021]:

[Foret et al., 2021] Sharpness-Aware Minimization for Efficiently Improving Generalization. ICLR 2021

is a perturbation size that is fixed as a constant in practice

SGD SAM



Problem Setting

GOAL: Investigate SAM’s convergence properties across various function classes

▶Deterministic SAM:

▶Stochastic SAM: given                              and                            ,

▶Focus on Practical Settings: constant , normalization in ascending step
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▶Smoothness:

▶Convexity: 

▶Strong Convexity:

▶Lipschitzness:

▶Bounded Gradient Variance:
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Virtual Loss

For continuous 1-dimensional function   , we can define the virtual loss      :

update of SAM 

on

(sub)gradient descent 

update on 

SAM

GD



Convergence of Deterministic SAM

Convergence of SAM with constant    after     steps

Additive factor 

Tight!



Non-Convergence Example

The additive factor is tight in terms of 



Convergence of Deterministic SAM
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Non-Convergence Examples

The additive factors are tight in terms of



Summary

▶ The convergence bound of deterministic / stochastic SAM suffers an inevitable

additive term            , indicating convergence only up to neighborhoods of optima. 

▶ Discover even more intriguing results in our paper!

Link to our paper


