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Background - Learning to Optimize Vehicle Routing Problems (VRPs)
Can we better learn L2S solvers for VRPs under various constraints?
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L2C
Learning-to-
Construct

Pros: Fast solution construction

Cons: Prone to local optima

L2S
Learning-to-
Search

Pros: Aligns with VRP search process

Cons: Less efficient than SOTA peers

L2P
Learning-to-
Predict

Pros: Efficient for large instances

Cons: Efficiency limited toTSP only
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Contribution 1: Neural k-Opt (NeuOpt) - Action Factorization
The first flexible L2S solver capable of handling k-opt for any k ≥ 2

Issue in existing L2S solvers:  Simplistic action space designs (fixed 2-opt or 3-opt only)!

1. Breaks down complex k-opt into manageable step-by-step constructions.
2. Adapts k throughout the search, balancing coarse-grained (larger k) and fine-grained (smaller k) searches

Tailored Action Factorization (S-move, I-move, E-move)

S-move
 1. Remove one edge

I-move
1. Add a new edge (starting from the first end-point)
2. Remove the corresponding conflicting edge
3. Reverse the edge directions in between

E-move
 1. Fix the loop

Advantages of Tailored Action Factorization
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● GRUs for Action Factorization
● Dual-Stream Contextual Modeling
○ Move stream μ - past decisions
○ Edge stream λ - edge proposals

Contribution 1: Neural k-Opt (NeuOpt) - RDS Decoder
The first flexible L2S solver capable of handling k-opt for any k ≥ 2

Flexible: One united 
decoder for decoding 
k-opt exchanges with 
any k ≥ 2

Recurrent 
Dual-Stream 

(RDS) decoder

Designs Ablation of GRUs, μ，λAdvantage
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Contribution 2: Guided Infeasible Region Exploration (GIRE)
The first constraint handling scheme that explores both feasible and infeasible regions

● Avoids non-trivial calculations of ground-truth action masks
● Fosters searches at the more promising feasibility boundaries
● Bridges (possibly isolated) feasible regions, helping escape local 

optima and discover shortcuts to better solutions 
● Forces explicit awareness of constraints and VRP landscape

A search example of GIRE Motivations and benefits of our GIRE

● FI features via node embedding (in encoder)
○ Indicate feasibility within the current solution

● ES features via hyper-networks (in decoder)
○ Provide historical exploration behaviour statistics 

Feature 
Supplement

Reward 
Shaping

● Regulation: imposes penalties when exploration is only 
focused on one region (extreme exploration behaviour)

● Bonus: encourages the search at the ε-feasible regions 
(boundaries of feasible and infeasible regions)

Effects of GIRE
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Contribution 3: Dynamic Data Augmentation (D2A)
Help to enhance the search diversity and escape local optima during inference

Pseudocode of D2A Algorithm Effects of D2A
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Main Results (on TSP)
We achieve SOTA performance on TSP benchmark



Main Results (on CVRP)
We achieve SOTA performance on CVRP benchmark

88
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Demonstrations & GitHub Links
Thank you for listening and welcome to explore our GitHub!

GitHub link: https://github.com/yining043/NeuOpt 

GIF 1: NeuOpt Search  for TSP GIF2: NeuOpt-GIRE for CVRP

https://github.com/yining043/NeuOpt

