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Protein

• Fundamental components in our life
• Involved in many biological processes
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Catalysis Signaling Defense



Protein Sequence and Structure

• Protein sequence consists of amino acids, a.k.a., residues

• Protein sequences determines structures
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Joint Pre-Training

• Existing works 
• Pre-training objectives on either sequences or structures

• How to use both modalities for pre-training?
• Diffusion models!
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Diffusion Models on Proteins

• Diffusion models capture joint distribution of sequences and structures.
• Diffusion models are equivalent to multi-level denoising.

5Image source: Luo et al. 2022

Sequence diffusion

Structure diffusion

https://www.biorxiv.org/content/10.1101/2022.07.10.499510v5


Diffusion Models for Pre-Training (DiffPreT)
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Protein Conformer

• Sequence -> Multiple structures, i.e., conformers
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… T P V A D H L T P E E K C G…

How to capture conformer information during pre-training?



Siamese Diffusion Trajectory Prediction (SiamDiff)
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Conformer 
Simulation

Mutual 
Denoising

Mutual information maximization between conformers



Multi-Level Denoising
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• Multiple noise levels

• Better than treating noise level as a hyperparameter[1]

• Large noise – coarse-grained - easy
• Small noise – fine-grained - difficult

• However, this is very different for joint diffusion!

[1] Zaidi, et al. “Pre-training via Denoising for Molecular Property Prediction.” ICLR 2023.



Two-Stage Noise Scheduling
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Structure perturbation makes it harder to do sequence denoising!!!
Small noise, large loss  

Difficult for structure denoising

Large noise, small acc.  
Difficult for sequence denoising

Our solution:
Two-stage noise scheduling



Results
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Good results on all 
considered tasks



Visualization Results
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Random Initialization First-stage SiamDiff Second-stage SiamDiff



Thanks!


