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Motivation



Overall workflow



Key step 1: Cross-entropy Estimation



Key step 2. Fast Fourier Transform

Key step 3. Spectral Similarity Metrics



Experimental results - Model sizes

● Task: Open-ended text generation
● Three domains: wiki, news, stories
● Models tested:

○ GPT2: small, medium, large, x-large
○ BLOOM: 560m, 7b
○ OPT: 125m, 6.7b



Model sizes (cont.)



Experimental results - Sampling methods



Experimental results - Human judgments

● We examined the correlation between FACE and human judgment scores, 
using data collected from MAUVE’s paper (Pillutla et al., 2021)

● FACE-SO (spectral overlap) has high correlation with human judgments.
● SO has higher correlations than MAUVE on 2 out 3 dimensions

(on the subset of data strictly comparing human vs. model text)



Conclusion and Limitations

● FACE – Metrics for NLG based on the Fourier analysis of cross-entropy
● FACE can distinguish human and model-generated language with good 

performance in open-ended generation tasks. 
● FACE is computationally efficient with easy-to-interpret output. 
● FACE also carries intuitive cognitive meanings of language, that is, better 

language models should produce similar spectral representations as 
human, which reflects the cognitive load of language processing.

● More models/generation tasks will be tested in the future.
● Code and data are available at: https://github.com/CLCS-SUSTech/FACE

https://github.com/CLCS-SUSTech/FACE

