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Chengbin Du, Yanxi Li, Zhongwei Qiu, Chang Xu

Presentation

Abstract

Recently, text-to-image models have been thriving. Despite their powerful generative

capacity, our research has uncovered a lack of robustness in this generation process.

Specifically, the introduction of small perturbations to the text prompts can result in

the blending of primary subjects with other categories or their complete disappearance

in the generated images. In this paper, we propose Auto-attack on Text-to-image

Models (ATM), a gradient-based approach, to effectively and efficiently generate such

perturbations. By learning a Gumbel Softmax distribution, we can make the discrete

process of word replacement or extension continuous, thus ensuring the

differentiability of the perturbation generation. Once the distribution is learned, ATM

can sample multiple attack samples simultaneously. These attack samples can prevent

the generative model from generating the desired subjects without tampering with the

category keywords in the prompt. ATM has achieved a 91.1% success rate in short-

text attacks and an 81.2% success rate in long-text attacks. Further empirical analysis

revealed four attack patterns based on: 1) the variability in generation speed, 2) the

similarity of coarse-grained characteristics, and 3) the polysemy of words. The code is

available at https://github.com/duchengbin8/Stable_Diffusion_is_Unstable

https://github.com/duchengbin8/Stable_Diffusion_is_Unstable
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Background: Traditional Adversarial Attack

Figure source: Explaining and Harnessing Adversarial Examples, Goodfellow et al., In ICLR, 2015.

An example of adversarial attacks on image: Fast Gradient Sign Method (FGSM)
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Background: Traditional Adversarial Attack

An example of adversarial attacks on text: Gradient-based Adversarial Attacks against Text Transformers
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Background: Stable diffusion model
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Figure source: Geometry-aware Instance-reweighted Adversarial Training, Zhang et al., In ICLR, 2021.

The mechanism of adversarial attacks.

How can we extend the idea of adversarial attacks 

to text-to-image generative models?
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An Adversarial Attack Paradigm for Text-to-

Image Generative Models
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Cases

When given a text prompt: "A 

photo of a warthog", the Stable 

Diffusion model can generate a 

corresponding, clear and 

realistic photo of a warthog. 

However, when we slightly 

modify this text prompt to 

become: "A photo of a warthog 

and a traitor", the generated 

image becomes something that 

has nothing to do with the 

animal warthog at all.
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Another Cases

Stable diffusion model create new species
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Pattern1: Variability in Generation Speed

In this Pattern, it is 

explained that when two 

objects need to be 

generated at the same 

time, the object whose 

generation speed is slow 

will eventually fail to 

appear in the generated 

image.
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Pattern2: Similarity of Coarse-grained 

Characteristics

In this Pattern, it is 

explained that when two 

objects need to have a 

certain coarse-grained 

similarity, they will 

undergo feature 

entanglement with a 

certain probability.
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Pattern3: Polysemy of Words

In this Pattern, it is 

explained that when a 

word has multiple 

meanings, adding 

perturbations can cause 

the word to deviate from 

the original semantics, 

thus affecting the final 

generated image.



Thank you!
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