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ML Meets Out-of-distribution (OOD) Data

Training

Testing (out-of-distribution)

Overconfident  
but wrong predictions [1]!
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Cat vs Dog classification 

[1] Du et.al., Vos: Learning what you don't know by virtual outlier synthesis, ICLR 2022

How to solve this problem?



OOD Detection with Real Outliers

[2] Hendrycks et.al., Deep Anomaly Detection with Outlier Exposure, ICLR 2019

Regularization [2]

IDOOD
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OOD Detection with Real Outliers

[2] Hendrycks et.al., Deep Anomaly Detection with Outlier Exposure, ICLR 2019

Training

Regularization [2]

IDOOD

Costly to prepare, 
Not easy to adapt!

Cat vs Dog classification 



OOD Detection with Virtual Outliers

[3] Tao et.al.,Non-parametric outlier synthesis, ICLR 2023

Regularization [1,3]

IDOOD

Cat vs Dog classification 

Synthesizing the outlier 
in the feature space!

Training



Regularization [1,3]

IDOOD

Cheap, flexible and adaptive, 
But how to interpret them?

OOD Detection with Virtual Outliers

Cat vs Dog classification 

[3] Tao et.al.,Non-parametric outlier synthesis, ICLR 2023
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Dream-OOD



IDOOD

Dream-OOD: Outlier Imagination with Diffusion Models

ID classification 

Text to image diffusion model, 
e.g., Stable Diffusion

+

ID data 

Dream-OOD

Regularization 



Dream-OOD: Learning the Text-Conditioned Latent Space

ID data 



Dream-OOD: Learning the Text-Conditioned Latent Space

ID data 



Dream-OOD: Outlier Imagination via Text-Conditioned Latent



Dream-OOD: Outlier Imagination via Text-Conditioned Latent



Dream-OOD: Learning with Imagined Outlier Images

IDOODRegularization 

Level-set estimation loss [1]



Experiments 
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Dream-OOD can Significantly Improve OOD Detection 

Please check the paper for more results, including the improved model generalization.

Synthesized outlier embeddings 
(in orange) reside in the 
boundary of ID features!



Paper: https://arxiv.org/pdf/2309.13415  
Code: https://github.com/deeplearning-wisc/dream-ood 

• Machine learning models can make overconfident predictions on OOD data. 
• Existing works are either costly in preparation or lacks interpretability. 
• Dream-OOD mitigates the problem via diffusion models by 

① Learning a text-conditioned latent space. 
② Sampling outlier embeddings in the latent space. 
③ Decoding the embeddings into outlier images with diffusion models. 

Summary 

https://arxiv.org/pdf/2309.13415
https://github.com/deeplearning-wisc/dream-ood

