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Soft labels

Hard labels

Knowledge Distillation 
(Deep Learning)

Variance Reduction 
(Optimization Theory)

post-training Inference 
costs can be high

Infeasible to deploy to devices 
with limited resources

Overview
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Soft labels

Hard labels

already trained

Self-distillation
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Self-distillation

distillation weight
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Self-distillation
standard loss 

with respect to 
train data

distillation loss 
with respect to 
teacher model
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Self-distillation
smoothness

smoothnessPL condition

strong convexity
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➢ Optimal distillation weight

➢ Unbiased knowledge distillation

➢ Distillation of compressed model



Thank you


