
HyenaDNA is a genomic foundation model pretrained on the human 
reference genome using the Hyena architecture.
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Genomic Foundation Model

Pretraining Runtime & Compute

Nucleotide Transformer (NT) Benchmarks

Pretraining on the Human Genome Ultralong-Range Tasks

HyenaDNA architecture

Interactions millions 
nucleotides away

Single point mutation can cause 
disease (eg sickle cell)

Need long-range range + high resolution

DNA is extremely challenging to learn from - it requires long-range interactions 
and high resolution at single nucleotide level.

Genomic Pipeline
Future Work & Resources

500x longer

● 165,000x fewer GPU-hrs vs. Nucleotide Transformer, 
while outperforming (or competitive) on all tasks

●  DNA generation & design
●  Billion+ param models
●  All code & pretrained weights public

- etnguyen@stanford
- poli@stanford
- faizi@berkeley.edu

● Scales sub-quadratically
● No attention

● Hyena uses implicit long 
convolutions & 
data-controlled gating

● O (N Log N) vs O (N^2) 
for attention

● 1M token context

● 160x faster than Transformer

More info here

● Single-nucleotide tokens

Pretrained features (t-SNE)

spotlight!

SotA on 12 of 18

Reach out!

5-way Species Classification

Acc

MCC / 
F1


