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Online constrained meta-learning

Online meta-learning: learn to perform tasks while accumulating the
learning experience for future tasks

Constrained learning tasks:

Constrained meta-learning: learn to constrained learning
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Sequential constrained learning tasks

The optimal solution θ∗t for task Tt
θ∗t = argmin

θ∈Θ
Ez∼D0,t [ℓ0(θ, z)] s.t. Ez∼Di,t [ℓi (θ, z)] ≤ ci,t , i = 1, . . . ,m.

Challenges:

The data distribution Dt = {D0,t ,D1,t , . . . ,Dm,t} is unknown, and
only Dtr

t = {Dtr
0,t , · · · ,Dtr

m,t} can be (i.i.d.) sampled from the
distribution Dt .
Safety constraints should be satisfied.
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Online constrained meta-learning framework

In each round:

Adapt task-specific parameter θ′t from the meta-parameter ϕt by a
within-task algorithm

Deploy model with parameter θ′t for task Tt
Update the meta-parameter ϕt by a meta-algorithm
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Online constrained meta-learning framework

Within-task algorithm: constrained optimization with biased regularization.

Meta algorithm: constrained bilevel optimization1.

1Xu and Zhu, “Efficient gradient approximation method for constrained bilevel
optimization”.
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Metrics

Optimality metric

The task-averaged optimality gap (TAOG) denoted by R̄0,[1:T ]:

R̄0,[1:T ] =
1

T

T∑
t=1

max
{
Ez∼D0,t [ℓ0(θ

′
t , z)− ℓ0(θ

∗
t , z)] , 0

}
.

Recall that θ∗t is the optimal parameter given the whole data distribution:

θ∗t = argmin
θ∈Θ

Ez∼D0,t [ℓ0(θ, z)] s.t. Ez∼Di,t [ℓi (θ, z)] ≤ ci,t , i = 1, . . . ,m

Constraint violation metric

The task-averaged constraint violation (TACV) denoted by R̄i ,[1:T ]:

R̄i,[1:T ] =
1

T

T∑
t=1

max
{
Ez∼Di,t [ℓi (θ

′
t , z)]− ci,t , 0

}
, i = 1, . . . ,m.
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Task dissimilarity

The dissimilarity of tasks {T1, · · · , TT} is defined as

S∗(T1:T ) ≜ minϕ

√√√√ 1

T

T∑
t=1

1

2
∥θ∗t − ϕ∥2

The dissimilarity of tasks is defined by the standard deviation of the
optimal task-specific parameters.
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Theoretical guarantee

Upper bounds of TAOG and TACV

Suppose that Θ is included in a compact cube with edge of length D, i.e.
∥ϕ∥∞ ≤ D for any ϕ ∈ Θ. Choose the regularization weight

λ =
2
√
d(ρB+L0

√
ln |Dtr

0 |)
S∗(T1:T )

√
|Dtr

0 |
. For the task sequence {T1, · · · , TT}, the following

bounds hold for the TAOG and the TACV of the proposed algorithm:

E[R̄0,[1:T ]] ≤ O(S∗(T1:T )

√
ln |Dtr

0 |
|Dtr

0 |
+

√
ln |Dtr

+ |
|Dtr

+ |
+

√
ln |Dval

0 |
|Dval

0 |
+

1√
T
),

and

E[R̄i,[1:T ]] ≤ O

(√
ln |Dtr

+ |
|Dtr

+ |

)
, ∀i = 1, . . . ,m.
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Experiment 1: Meta-imitation learning

In each round, the expert performs a demonstration of a task in a free
space. The learner can observe a small number of data points from the
demonstration and needs to perform the task in a new clustered space.
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Experiment 1: Meta-imitation learning

Our algorithm outperforms the benchmarks in terms of test error and
collision avoidance, and speeds up the adaptation to new tasks.
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Experiment 2: Few-shot image classification with
robustness

For a new task, the training data include 25 images (5-way 5-shot
setting) or 5 images (5-way 1-shot setting).

Test on test data (clean data) and adversarial-attacked test data
(PGD data).

Our method outperforms the benchmarks in terms of both test
accuracy and learning speed
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Experiment 2: Few-shot image classification with
robustness

Our algorithm significantly improves the PGD accuracy than the
benchmarks and keeps the clean accuracy comparable.
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