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Learning with Noisy Labels

Noisy dataset

cat dog

Learning with Noisy Labels (LNL) aims to train a 

classification network that is robust to corrupted labels

and achieves high accuracy on a clean test set.



Denoising and Relabeling for Noisy Dataset

Noisy dataset

Pseudo-

Label 

Allocator

by denoising and relabeling

refurbish the noisy dataset

dog

corruptedclean

cat

dog cat
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A straight-forward strategy is to identify clean labels and correct corrupted labels in the noisy 

dataset, then refurbish them to be clean. 

We need a robust pseudo-label allocator!



How to Construct Robust Pseudo-Labeling?

Existing Prediction-based PL

evaluate each sample independently

heavily rely on the unreliable model’s prediction 

− further consider the inter-distribution structure of the samples and categories distribution

− produce pseudo labels with global discriminability

Optimal Transport (OT) -based PL

✓ global discriminability



Prediction matrix 𝐏

𝜶

𝜷

Coupling matrix 𝐐∗

min
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− log𝐏 , 𝐐 + 𝜀 𝐐, log𝐐

𝚷 𝜶,𝜷 = 𝐐 ∈ ℝ+
|𝜶|×|𝜷|

𝐐𝕝|𝜷| = 𝜶, 𝐐T𝕝|𝜶| = 𝜷

Optimal Transport-based PL 

Given 𝜶,𝜷,
solving OT

𝜶

𝜷
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matrix
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Optimal Transport (OT) -based PL



OT-based PL is not good enough

OT-based PL

tends to mismatch two nearby samples to two 

far-away class centroids

fully assign inaccurate pseudo labels

When the decision boundary is not accurate enough…

Ours (CSOT-based PL)

✓ generates local consensus assignments for 

each sample

✓ partially assign top-reliable labels controlled 

by budget factor 𝑚



How to Construct Robust Pseudo-Labeling?

Existing Prediction-based PL

Ours (CSOT-based PL)

evaluate each sample independently

heavily on the unreliable model’s prediction 

− further consider the inter-distribution structure of the samples and categories distribution

− produce pseudo labels with global discriminability

✓ fully consider both inter- and intra-distribution structure of the samples

✓ produce robust pseudo labels with both global discriminability and local coherence

✓ incrementally assigns reliable labels to a fraction of the samples with the highest 

confidence

Optimal Transport (OT) -based PL



Curriculum and Structure-Aware OT

min
𝐐∈ Π𝑐(𝜶,𝜷)

𝐂, 𝐐 + 𝜅Ω 𝐐 + 𝜀 𝐐, log𝐐 ,  where 𝐂 = − log𝐏

CSOT

Structure-Aware

OT

✓ inter-distribution

✓ intra-distribution

✓ global discriminability

✓ local coherence

Curriculum 

OT

✓ incremental assignment 

of reliable labels

✓ enable a curriculum

pseudo-label allocator

✓ prioritize samples with 

better global and local 

properties for robust label 

assignment!

Curriculum and 

Structure-Aware

OT
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Structure-Aware OT

Ω𝐏 𝐐 = −
𝑖,𝑗
𝐒𝑖𝑗

𝑘
𝐏𝑖𝑘𝐏𝑗𝑘𝐐𝑖𝑘𝐐𝑗𝑘 = − 𝐒, (𝐏⨀𝐐)(𝐏⨀𝐐)T

Ω𝐋 𝐐 = −
𝑖,𝑗
𝐒𝑖𝑗

𝑘
𝐋𝑖𝑘𝐋𝑗𝑘𝐐𝑖𝑘𝐐𝑗𝑘 = − 𝐒, (𝐋⨀𝐐)(𝐋⨀𝐐)T

Structure-Aware Regularization Terms

min
𝐐∈Π(𝜶,𝜷)

𝐂, 𝐐 + 𝜅Ω 𝐐 + 𝜀 𝐐, log𝐐 ,  where 𝐂 = − log𝐏
Structure-Aware OT

✓ inter-distribution

✓ intra-distribution

✓ global discriminability

✓ local coherence

• 𝐒 ∈ ℝ𝐵×𝐵 is samples similarity 

matrix 

• 𝐏 ∈ ℝ+
𝐵×𝐶 is softmax prediction 

matrix

• 𝐋 ∈ ℝ+
𝐵×𝐶 is one-hot label matrix

*Notations



Curriculum OT

𝚷𝑐 𝜶,𝜷 = 𝐐 ∈ ℝ+
|𝜶|×|𝜷| 𝐐𝕝|𝜷| ≤ 𝜶, 𝐐T𝕝|𝜶| = 𝜷 , 

where 𝜶 =
1

𝐵
𝕝𝐵,    𝜷 =

𝑚

𝐶
𝕝𝐶 ,   𝑚 ∈ [0, 1] is a curriculum budget factor

Curriculum Constraints

✓ incremental 

assignment of 

reliable labels

✓ enable a 

curriculum

pseudo-label

allocator
top 30% reliable labels 

are selected!

min
𝐐∈ Π𝑐(𝜶,𝜷)

𝐂, 𝐐 + 𝜀 𝐐, log𝐐 ,  where 𝐂 = − log𝐏
Curriculum OT



A Lightspeed Solver for CSOT

x3.7
faster



Comparison with state-of-the-arts

+9%!



Comparison with state-of-the-arts



Comparison with state-of-the-arts



Ablation study

Table3: Ablation studiesunder multiple label noise ratioson CIFAR-10 and CIFAR-100. "repl."
isan abbreviation for "replaced", and L ce representsacross-entropy loss. GMM refers to theselection
of clean labels based on small-loss criterion [37]. CT (conf dence thresholding [52]) is a relabeling
scheme where we set theCT value to 0.95.

Dataset CIFAR-10 CIFAR-100
AvgNoise type Sym. Asym. Sym.

Method/Noise ratio 0.5 0.8 0.9 0.4 0.5 0.8 0.9

Denoise
Relabeling
Technique

(a) Classical OT 95.45 91.95 82.35 95.04 75.96 62.46 43.28 78.07
(b) Structure-awareOT 95.86 91.87 83.29 95.06 76.20 63.73 44.57 78.65

(c) CSOT w/oΩP andΩL 95.53 93.84 89.50 95.14 75.96 66.50 47.55 80.57

(d) CSOT w/oΩP 95.77 94.08 89.97 95.35 76.09 66.79 48.13 80.88

(e) CSOT w/oΩL 95.55 93.97 90.41 95.15 76.17 67.28 48.01 80.93

Learning
Technique

(f) GMM + L su p 92.48 80.37 31.76 90.80 69.52 48.49 20.86 62.04
(g) CSOT repl. L su p with L ce 93.47 81.93 53.45 91.43 72.66 50.62 21.77 66.48

(h) CSOT w/o L sem i 95.34 93.04 88.9 94.11 75.16 61.13 36.94 77.80
(i) CSOT repl. correction with CT (0.95) 95.46 90.73 89.09 95.21 75.85 64.28 48.76 79.91

(j) CSOT w/o L si m si am
D c o r r u p t ed

95.92 94.17 89.31 95.16 76.38 66.17 45.56 80.38

CSOT 96.20 94.39 90.65 95.50 77.94 67.78 50.50 81.85

(a) Clean accuracy (b) Corrected accuracy (c) Clean recall rate

Figure 2: Per formance compar ison for clean label identif cation and
corrupted label correction.

Table 5: Compar ison
of total training time
(hours) on CIFAR-10.

Method Timecost
DivideMix[37] 5.1h
NCE[36] 6.5h
CSOT 4.8h

distribution structureof samples, yielding more robust labels. Particularly, our CSOT outperforms280

NCE and DivideMix signif cantly in label correction, as demonstrated by the superior corrected281

accuracy in Fig. 4b and the improved clarity of theconfusion matrix in Fig. 2.282

Effectiveness of cur r iculum training scheme. According to theprogressive clean and corrupted283

accuracy during the training process shown in Fig. 4a and Fig. 4b, our curriculum identif cation284

scheme ensures high accuracy in the early training stage, avoiding overf tting to wrong corrected285

labels. Note that since our model is trained using only a fraction of clean samples, it is crucial to286

employ a powerful supervised learning loss to facilitatebetter learning. Otherwise, the performance287

will be poor without the utilization of a powerful supervised training loss, as evidenced in Tab.288

3 (g). In addition, the incorporation of self-supervised loss enhances noise-robust representation,289

particularly in high noise rate scenarios, as demonstrated in our experiments in Tab. 3 (j).290

7 Conclusion and Limitation291

In this paper, we proposed Curriculum and Structure-aware Optimal Transport (CSOT), a novel292

solution to construct robust denoising and relabeling allocator that simultaneously considers the293

inter- and intra-distribution structure of samples. Unlike current approaches, which rely solely on294

the model’s predictions, CSOT considers theglobal and local structureof the sample distribution to295

construct arobust denoising and relabeling allocator. During thetraining process, theallocator assigns296

reliable labels to a fraction of thesampleswith high conf dence, ensuring both global discriminability297

and local coherence. To eff ciently solveCSOT, wedeveloped a lightspeed computational method298

that involves a scaling iteration within a generalized conditional gradient framework. Extensive299

experiments on three benchmark datasets validate the eff cacy of our proposed method. While300

class-imbalance cases are not considered in this paper within the context of LNL, we believe that our301

approach can be further extended for this purpose.302
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Take-home message

scan QR code for more details
(code, poster, slides…)


	幻灯片 1
	幻灯片 2: Learning with Noisy Labels
	幻灯片 3: Denoising and Relabeling for Noisy Dataset
	幻灯片 4: How to Construct Robust Pseudo-Labeling?
	幻灯片 5: Optimal Transport (OT) -based PL
	幻灯片 6: OT-based PL is not good enough
	幻灯片 7: How to Construct Robust Pseudo-Labeling?
	幻灯片 8: Curriculum and Structure-Aware OT
	幻灯片 9: Structure-Aware OT
	幻灯片 10: Curriculum OT
	幻灯片 11: A Lightspeed Solver for CSOT
	幻灯片 12: Comparison with state-of-the-arts
	幻灯片 13: Comparison with state-of-the-arts
	幻灯片 14: Comparison with state-of-the-arts
	幻灯片 15: Ablation study
	幻灯片 16: Take-home message

