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DiffTraj: Generating GPS Trajectory with Diffusion 
Probabilistic Model
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Motivation & Challenge

Ø Why we need generate GPS trajectories?
• Personal geo-location is sensitive
• Time-consuming and labor-intensive for collection
• Hard for obtaining

Ø The challenge for accomplishing this task
• Non-independent and identically distribution
• Human activities are stochastic
• Extra factors influent the trajectory moving
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Objective for GPS Trajectories Generation

• Similarity: The generated trajectories can preserve the spatial-temporal characteristics and distribution of
the real trajectories.

• Utility: The generated trajectories can maintain utility for downstream applications and analysis.

• Privacy: The generated trajectories do not reveal sensitive information associated with the individuals.
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Diffusion Model-Based GPS Trajectory Generator

Illustration for trajectory generation with diffusion model

Ø Forward process:
• Add Gaussian noise to trajectories

Ø Reverse process:
• Recover the trajectories from the noise
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Traj-UNet Architecture

Resnet BlockTraj-UNet

Traj-UNet: Capturing local and global contextual in GPS trajectory by multi-level and enable multi-scale feature fusion.

Wide & Deep: Employed to effectively embeding conditional information, such as departure time, trip distance, trip time.
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Experiment Setups
Ø Dataset

Ø Metrics

• Density error： measures the geo-distribution between the entire generated trajectory and the real one

• Trip error： measures the distributed differences between trip origins and endpoints 

• Length error： focuses on the differences in real and synthetic trajectory lengths 

• Pattern score： measures the pattern similarity of the generated trajectories 
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Quantitatively Results

1. Generative models, VAE and TrajGAN,
show better performance than RP and GP
but are still inferior to DiffTraj (or DiffTraj-
wo/Con).

2. Diff-LSTM achieves good results in some
metrics compared to the model without
UNet, but falls short of DiffTraj due to the
differences in the backbone network.

3. The model without the Traj-UNet structure 
performs unfavorably.

4. DiffTraj can generate high-quality trajectories 
and retain the original distribution 
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Visualization Results

The generated trajectories are able to portray city profiles, and also accurately match the real roads.
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Conditional Generation & Diversity Control

red square: start area
blue square: destination area

𝜔 = 0.1

𝜔 = 1

𝜔 = 10

We can control the starting (ending) area and the diversity of generated trajectories.
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Transfer Learning & Speed up Sampling

Transfer learning Speed up sampling

Only using 5% of the data, the transfer learning model 
achieves a significantly lower error compared to the 
original one.

The DiffTraj model matches the outcomes of the no 
skipped steps method at T = 100, saving 81% of the 
time cost.
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