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Introduction
Few-shot object detection/ instance segmentation

base classes: abundant labeled instances

Person, Dog Car Bird

novel classes: very few labeled instances
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Few-shot object detection (FSOD) aims to detect novel objects with very few novel
instances and abundant base instances.

General idea: a few-shot model should be able to transfer previous knowledge about
base classes to help future detection tasks on novel classes.
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Introduction
Few-shot learning paradigm
Meta-learning paradigm aims to acquire task-level knowledge on base 
classes and generalize better to novel classes. 

These methods suffer from a complicated training
process (episodic training) and data organization
(support-query pair).

ü Meta RCNN, ICCV 19;
ü FSRW, ICCV 19;
ü FSDetView, ECCV 20;
ü TIP, CVPR 21;
ü FCT, CVPR 22;
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Introduction
Few-shot learning paradigm

These transfer-learning methods is more simple
and more efficient.

ü TFA, ICML 19;
ü MPSR, ECCV 20;
ü FSCE, CVPR 21;
ü SRR-FSD, CVPR 21;
ü DeFRCN, ICCV 21;
ü FADI, NeurIPS 21;
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Transfer-learning mainly follows a fully supervised framework.
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Motivation
Missing label issue

Instance-level few-shot setting: an instance as a shot for each class.
This easily meets missing label issue.

Does a few-shot model learn well under missing label conditions?

5
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Motivation
Missing labele issue

Biased classification

The box regression and mask segmentation
heads only accept clear positive instances and
thus no negative effects.

However, the classification head may be
confused by missing labeled instances and
thus results in a biased classification towards
incorrectly recognizing foreground objects as
background.
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Can we design a method to mitigate the biased classification?
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Proposed Method
Decoupling Classifier

Positive head

Negative head

Positive Negative Missing labeledPositive Negative Missing labeled

Classification head

decoupling classifier

We propose a simple but effective method that decouples the
standard classifier into two parallel heads to process clear positive
instances and negative instances with missing labels.

Positive Negative Missing labeled

standard classifier
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Proposed Method
Decoupling Classifier

Positive head:
standard softmax function and cross-entropy loss.

Negative head:
The only change is to introduce an image-level label vector into the 
softmax function.
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Proposed Method
The core code for decoupling classifier
The core implementation only uses one line of code but leads to 
consistent improvements.
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Experiments

Table 1: Comparisons with SOTA FSOD methods on PASCAL-VOC. Table 2: Comparisons on MS-COCO

Table 3: Comparisons with SOTA gFSOD methods on PASCAL-VOC.

Table 4: Comparisons with SOTA gFSOD methods on MS-COCO.

Comparisons with state-of-the-arts 

gFSOD:
Our method significantly outperforms 
the SOTA by a large margin;

FSOD:
Ours method is also better than the 
SOTA under most cases.
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Experiments

Table 5: Comparisons with SOTA FSIS methods on MS-COCO.

Comparisons with state-of-the-arts 

Our method outperforms
the SOAT on MS-COCO in 
either FSIS or gFSIS setting.

Table 6: Comparisons with SOTA gFSIS methods on MS-COCO.
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Experiments

Table 7: The effects of DC and PCB for FSIS performance on MS-COCO.

Ablation study

Effectiveness:
The decoupling classifier is effective not only on novel classes but also on base
classes;

Efficiency:
The decoupling classifier is more efficient because of no additional parameters or
computation cost.
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Discussion
Why does the DC work well?
Gradient optimization:

Positive head: the gradient is updated in each dimension of the class space. 

Negative head: the gradient is limited in some special dimension because of 
the introduced and thus the biased classification may be alleviated.
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Discussion
Why does the DC work well?
Generalization ability (Reacll and mRecall):

The mRecall and Recall of our decoupling classifier is significantly higher that of
the standard classifier on each shot with two few-shot settings. This means that
the decoupling classifier is helpful to mitigate the bias classification thus
boosting instance-level few-shot performance.
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Discussion
Qualitative Evaluation

The baseline (Mask-DeFRCN) could fail to detect some objects, because it may tend to
incorrectly recognize positive objects as background. However, the bias classification is
well mitigated using our method, and thus better detection results are obtained.
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Conclusions

p We rethink instance-level few-shot methods from the perspective
of label completeness and discover that existing few-shot
methods severely suffer from bias classification.

p We propose a simple but effective decoupling classifier for
mitigating the bias classification in instance-level few-shot
settings.

p We achieve state-of-the-art results on two instance-level few-shot
tasks without any additional parameters and computation cost.
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