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An Important Problem

Language Generation: MLE, an imperfect training
⇒ Exposure Bias

(i.e. mismatch between training and inference)

Discriminators are very accurate:
⇒ Distinguish between human and machine texts with an
accuracy > 90 [4, 3]

Two ways to leverage discriminators:

i) Inference: Cooperative Decoding Reranking genera-
tor’s probabilities wrt the discriminator
- [3] used a BeamSearch
- [2] used Nucleus or Top-K Sampling
⇒ Both decoding suffer from the ’Left To Right Curse‘

ii) Training: GANs
Discrete data implies using reinforcement learning (no
gradient from the discriminator)
- Reinforcement Learning
- Sparse reward, unstable training
⇒ Existing language GANs are known to fall short [1]

Contributions

i) Coop-MCTS:
A new cooperative decoding mechanism beyond the left-to-right curse
based on Monte Carlo Tree Search (MCTS).

ii) SelfGAN:
A new framework to propagate the discriminator signal in discrete
GANs leveraging cooperative decoding mechanisms.

Beyond the left-to-right curse

Coop-MCTS: new cooperative decoding based on MCTS
- Policy Network: the generator
- Value Network: the discriminator

SelfGAN

A new GAN framework for discrete data
- Adversarial Sampling from a Cooperative Decoding
- The reward is infused directly to the generator
- Works with any Cooperative Decoding

⇒ The signal from the discriminator is passed to the generator in
a completely new way

Unconditional Text Generation

Results on Unconditional Generation for samples realized at three different
temperatures, in terms of BLEU Vs Self-BLEU (higher better;lower better)

Conditional NLG

Considered Task: Summarization (CNN/DM) and Ques-
tion Generation (SQuAD)

Colinearity of the gradients

Left: Moving Average of the magnitude of the discriminators
gradients during training. Right: colinearity of the generators

gradients between the sampled texts and their corresponding human
reference for SelfGANCoop-MCTS, ColdGAN and SelfGANBeamSearch.

Both on Summarization.
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