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Adversarial defenses are proposed to address the problem of adversarial examples. 
However, the authors of many defenses provide over-estimated robustness using fixed 
set of common techniques. These defenses are broken later with handcrafted adaptive 
attacks which are designed to reflect the defense mechanism. Yet this approach requires 
strong domain expertise.

Our Work: We present an extensible tool 𝑨𝟑 that defines a search space over reusable 
blocks and automatically discovers an effective attack given the defense. Our work: automate this adaptive process
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Attack Algorithms & Parameters Loss Functions Result

Network Search
Goal: Find the best surrogate model t to 
attack with. We use t to generate 
adversarial images but use f to evaluate

Search: Exhaustive search. Use PGD as the 
test attack to evaluate each candidate. 

Complexity: Cheap to perform

Attack Search
Goal: Find the best sequence of attacks s

Search: For number of attacks in the s, repeat 1-3 (Greedy): 
1. Get a set of samples from D for attack evaluation
2. Use Tree Parzen Estimation to select attacks 
3. Use Successive Halving to select the best attack

Complexity: We constrained the per sample attack runtime. 
The search time bound is 4/3 of the attack runtime bound.

Space Formulation: Space Formulation:

𝐴 is evaluated on 24 defenses and compared with AutoAttack (AA)

• 10 cases: 3.0%-50.8% additional adversarial examples.

• 13 cases: Typically 2x faster attack time. High Level:
• 8 attacks in the search space - FGSM, PGD, C&W, 

DeepFool, NES, APGD, FAB, SQR

• Generic Parameters - Randomize, Repeat, EOT
• Attacks Specific Parameters

• Sequence of Attacks - Evaluate attacks sequentially and 
return the first adversarial examples found

• Try S for n - set the runtime constraint for the attack to 
be n seconds

Loss Functions
• Difference between targeted 

and untargeted loss is the 
sign

• Logits/Probs means whether 
to add a softmax to logits  
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𝑿: Input, 𝒀: Logits, 𝑬: Loss. Candidates: 4 × 3 = 12

Overview of 𝑨𝟑

In addition, the attacks found by 𝐴 can reflect the defense 
mechanism. (Analysis for C15, C18, C24 are shown in the paper)


