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Problem and Contribution

1. We introduce UniDoc, a powerful pretraining framework for document understanding. UniDoc is capable of learning contextual 
textual and visual information and cross-modal correlations within a single framework, which leads to better performance.

2. We present Masked Sentence Modeling for language modeling, Visual Contrastive Learning for vision modeling, and 
Vision-Language Alignment for pretraining.

3. Extensive experiments and analysis provide useful insights on the effectiveness of the pretraining tasks and show outstanding 
performance on various downstream tasks.



Motivation
1. Documents are composed of 
semantic regions

2. Documents are more than 
words

3. Documents have spatial 
layout
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Pretraining Task: Masked Sentence Modeling



Pretraining Task: Vision-Language Alignment



Pretraining Task: Visual Contrastive Learning



Finetuning Task: Document Classification



Finetuning Task: Document Entity Recognition
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