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Few-Shot Object Detection (FSOD)

Few Shot 
Detector

Scarce novel dataset of 
novel classes 𝐶!

Abundant base dataset 
of base classes 𝐶"

Train

N-way-K-shot: N novel classes, each novel class has K annotated instances

Test

Detect objects of both
𝐶" ∪ 𝐶! in the test dataset
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Fine-turning-based Few-Shot Detector

Frustratingly Simple Few-Shot Object Detection (TFA) (ICML 2020)

Base set 𝐷" of classes 𝐶":

• Training feature extrator

• Training box predictor

Balanced set of classes 𝐶" ∪ 𝐶!:

• Fix feature extrator

• Fine-tune box predictor
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Philosafy of the design of ft-based pipeline 

• Class-agnostic components
• Encode rich base knowledge

• Avoid over-fitting on small 
novel set 𝐷!

Frustratingly Simple Few-Shot Object Detection (ICML 2020)



Evil: Misclassification
Prediction Ground Truth

• Fixed feature extractor can yield 
similar feature representation of 
texture similar objects

• The box classifier (a single fc) is 
not able to accurately classify 
similar objects
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Motivation
1. Novel class cow is similar to single base class sheep

à Feature space of cow overlaps with sheep

à Small inter-class separability

Ellipse: feature space of a base class

2. Novel class cow is similar to two base classes sheep 
and horse 

à Feature space of cow scatters across sheep and horse

à Large intra-class variances
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Our method: FADI

To alleviate the limitations, we propose a two-step fine-tuning framework:

1. Association: compact intra-class structure
• Similarity Measurement
• Feature Distribution Alignment

2. Discrimination: ensure enough inter-class separability
• Disentangling
• Set-Specialized Margin Loss



Conceptualization of Association

Associate

Align the feature distribution of each novel class with its most semantically similar class
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Instantiation of Association

Frozen

Frozen

𝐹𝐶!′ Base Classifier

Pre-trained Base Class Novel Class

𝐹𝐶"

𝑔 ⋅;𝒲#$$%
! 𝑓 ⋅; )𝒲&'$

" …
Pseudo Label

aeroplane

train

bicycle

horse

bus

cow

Pseudo Label

𝐶#$%&'→)*+,

𝐶-.$+/→0.1,

1. Associate each novel class with its 
most sematically similar base class

2. Replace the label of novel class with 
its associated base label

3. The classifier identifies novel class 
as base class

4. Features of novel class shift toward 
its associated base class



Conceptualization of Discrimination

Discriminate

Separate the associated base and novel classes by disentangling and margin loss
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Instantiation of Discrimination
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Set-Specialized Margin Loss

Cosine classifier: adopt cosine similarity to formulate the logit prediction

Maximizing the score difference of different classes

Inter-class margin: 𝑠*! − 𝑠+



Set-Specialized Margin Loss

Maximizing the score difference of different classes

Introducing different margin to different class set

𝐶,: base classes; 𝐶-: novel classes 𝐶.: background classes



Effectiveness of FADI

t-SNE visualization of feature distribution of TFA and our FADI



Overall Performance on Pascal VOC

New SOTA on shot 1, 2, 3 and 1, 2, 3, 5, 10 on split1 and 3, respectively



Superiority of semantic similarity over visual similarity

A cat sits on a chair A human rides a bicycle

• Co-occurrence can yield misleading visual similarity. 
• Text semantic similarity is regardless of co-occurrance.



Thank you!


