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Transformer-based image generation

(a) iGPT[1] (b) DALLE[2] (c) Taming[3]
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Introduction

• Motivation:
• We propose an image local autoregressive (LA) transformer for local image 

synthesis, which enjoys both semantically consistent and realistic generative 
results. 
• Two-stream convolutions and LA attention mask prevent both convolutions 

and transformer from information leakage, thus improving the quality of 
generated images. 



Pipeline

VQGANà TS-VQGAN
AR Transformerà LAR Transformer



Two-stream convolution based VQGAN

• For each convolution, replacing corrupted
features with masked features.

• Unmasked features are directly encoded from 
the encoder, while masked features are 
replaced with the codebook vectors.



Local Autoregressive Mask

• Tokens are splited into global
tokens and causal tokens.



Experiments

• Pose-guided generation of Penn Action (PA)
• Face-editing of Celeba-HQ and FFHQ
• Exploratory experiment: Synthetic DeepFashion (SDF) with complex

backgrounds from Places2 for pose-guiding



Quantitative results



Qualitative results
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Conclusions

• This method leverages a novel LA attention mask to enlarge the 
receptive fields of AR, which achieves not only semantically 
consistent but also realistic generative results.
• A two-stream convolution is proposed to learn a discrete 

representation learning without information leakages.

• Codes: https://github.com/ewrfcas/iLAT


