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Motivation and Our Goal

GANs are good at generating high-quality realistic images, but...

1 Often fail to learn sparse regions of data manifold, e.g. having poor
modeling for samples with minor features [Karras et al. 2018;
DeVries et al. 2020; Yu et al. 2020]

2 Suffer from mode collapse [Lin et al. 2018]

⇒ There exist underrepresented samples!

Goal: Improve diversity in sample generation while not degrading the
overall quality
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Overview of Our Strategy

We design methods to detect and emphasize underrepresented samples
in training of GANs
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Challenges in Detecting Underrepresented Samples

To diagnose underrepresented samples, try to measure

Log density ratio: log
pdata(x)

pg (x)

But unknown data distribution pdata and implicit model distribution
pg

Idea: approximate the log density ratio by using the discriminator
output D(x),

LDR(x) := log
D(x)

1− D(x)
≈ log

pdata(x)

pg (x)

How can we do this?

J. Lee, H. Kim, Y. Hong, H. W. Chung Self-Diagnosing GAN NeurIPS 2021 4 / 17



Log Density Ratio (LDR) Estimate

Definition: LDR Estimate

LDR(x) := log
D(x)

1− D(x)
≈ log

pdata(x)

pg (x)

GAN solves the min-max optimization:

min
G

max
D
{Ex∼pdata [logD(x)] + Ez∼pz [log(1− D(G (z)))]}

Optimal discriminator:

D∗(x) =
pdata(x)

pdata(x) + pg (x)

When D(x) = D∗(x) ⇒ LDR(x) = log pdata(x)
pg (x)
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What LDR Might Tell?

LDR

LDR(x) := log
D(x)

1− D(x)
≈ log

pdata(x)

pg (x)

LDR(x) > 0: the data x is underrepresented, i.e., pdata(x) > pg (x)

LDR(x) < 0: the data x is overrepresented, i.e., pdata(x) < pg (x)
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But LDR is Unstable

LDR values are unstable during training.

Hard to diagnose GAN training from the LDR at a particular step

Idea: use the mean and variance of the LDRs over multiple steps
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New Measures: LDRM and LDRV

LDRM (LDR Mean)

LDRM(x ;T ) =
1

|T |
∑
k∈T

LDR(x)k ,

LDRV (LDR Variance)

LDRV(x ;T ) =
1

|T | − 1

∑
k∈T

[LDR(x)k − LDRM(x ;T )]2

at each sample x across the training steps T = {ts , ..., te}
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LDRM is Effective in Detecting Missing Modes

Training dynamics of 25 Gaussian and LDRM for training samples

Modes with high LDRM do not appear in the generated samples

LDRM is effective in detecting missing modes
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LDRV is Effective in Detecting Minor Features

Generated sample quality for major-minor attributes

LDRV is higher for minor samples

GANs have poor modeling for minor samples.

LDRV is effective in detecting minor features
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Theoretical Insights on LDRV

Viewing the discriminator as the logistic regression model,

LDRV(xi ) ≈ var (log(D(xi ; θ)/(1− D(xi ; θ)))) ≈ φTi Snφi .

with the feature vector φi of each data xi and covariance matrix

Sn =

(
n∑

i=1

D(xi ; θ)(1− D(xi ; θ))φiφ
T
i +

1

s0
I

)−1
.

Minor feature vector, which has a small component on the eigenspace
formed by the majority of {φi}, tends to have a higher LDRV
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Discrepancy Score

Definition: Discrepancy score

s(xi ;T ) := LDRM(xi ;T ) + k
√

LDRV(xi ;T ),

Discrepancy score reflects the underrepresentedness of each sample
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Our Algorithm: Emphasizing Underrepresented Samples

1 Phase 1 - Train and Diagnose
Train GAN and evaluate the discrepancy score s(xi ) for each data
instance xi

2 Phase 2 - Score-Based Weighted Sampling
Encourage GAN to learn underrepresented regions of data manifold
through score-based weighted sampling: set the minibatch sampling
frequency Ps(i) proportional to s(xi )

DB = {x (j) : x (j) = xi where i ∼ Ps(i) ∝ s(xi ) for j = 1, . . . ,B}

3 Phase 3 - DRS
After GAN training, correct the model distribution pg (x) by rejection
sampling
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Experimental Results: Improving the Overall Performance

Our method is effective in improving the overall quality, measured
by both fidelity and diversity combined
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Experimental Results: Scaling to a Larger Model

Our method is scalable to large state-of-the-art GANs and high
resolution images

Our method may be extended to hinge-loss variant of GANs
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Experimental Results: Minor Feature Enhancement

Our LDRV score effectively detects minor samples in real dataset

Improves the occurrence rate and partial recall of minor attributes
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Summary: Self-Diagnosing GAN

Provided two measures to detect underrepresented samples

LDRM: effective in detecting missing modes
LDRV: effective in detecting underrepresented minor features

Proposed an algorithm enhancing the diversity in sample generation,
with special care for minor attributes

Our method provides a way to diagnose GAN training and can be
extended for further improvement of GANs
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