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INTRODUCTION

Non interpretable, Reward may not 
induce safe behaviour, Failures are rare 

and do not contribute significantly to 
reduce the reward

Uncertain, Parameters may change 
after deployment
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PROBLEM STATEMENT

SAFE RL

Safety as 
constraints

Safety 
shields

Safety 
invariants

Susceptible to design error, No guarantee of solving agent 
alignment problem

Requires engineering expertise

Often intractable for Neural Network controllers that
use many parameters and work on high-dimensional state spaces

1. Given a policy πold, learnt from optimizing reward in a given environment, test it against parameters with 

uncertainties and a set of objective functions φ derived from the negation of the given safety criteria.

 

2. Using the failure trajectories selectively do a gradient update on πold to construct a new policy πnew, that 

excludes the counterexample traces under the given domain uncertainties
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FRAMEWORK

Task 
Environment

Trained RL Policy πold

Testing Module

Bayesian Optimization

Safety SpecificationsParameter Bounds

Query with sampled 
parameters

Feedback
Output

Set of Failure Trajectories

Ssaddle A Failure Trajectory

Initial state for πc

Train πc with objective φ > 0 
and max{Expected Return}Policy correction using 

gradient update

Set of Subtasks

A subtask for policy πc
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FINDING COUNTER-EXAMPLE TRACES
Safety Specification : The lander cannot be tilted at an angle while being close to the ground.

   Coordinates : (lx,ly) 0≤(lx,ly)≤10 Angle : (langle)  -1≤langle≤0

ly< 5→langle ≥ −0.5

Negation of the Specification φ : ¬(ly< 5→langle ≥ −0.5) ≡ ¬(¬(ly< 5)∨ (langle ≥ −0.5))

≡ (ly< 5) ∧ (langle < −0.5)

μ1: ly−5 < 0 μ2 : langle+ 0.5 < 0

Optimization Objective : min(μ1 +μ2)

Counterexample : ly = 1 and langle = −0.8
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FINDING COUNTER-EXAMPLE TRACES

Bayesian Optimization

START

1) Trained old policy π
old

2) Negation of Safety Specification φ  
3) Parameter Bounds P
4) RL agent A

While i < max_budget

1) Sample p
i 
∈[P

low
,P

high
] based on GP models

2) Simulate A with p
i 
to obtain trajectory ξ

i 

3) φ
vali

←argminξi
(μ

1
(ξ

i
))...(μ

n
(ξ

i
))

4) ξ
f
←ξ

f
∪(ξ

i
 with φ

vali
 < 0 )

5) Update each GP models

6) Remove p
i
 from search space

Return Set of failure 
trajectories ξ

f
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PROXIMAL POLICY OPTIMIZATION OVERVIEW

Current policy that we want to refine :

Policy that we last used to collect samples : 

Evaluate a new policy with samples collected from an older policy : 

Clipped Objective :

Objective Ratio :
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POLICY REFINEMENT METHODOLOGY

Set of counterexample trajectories ξ
f

For each ξ
fi 
∈ ξ

f

1) Calculate saddle state S
saddlei

2) R
i 
= R

i
 + β ∗ φ

vali
(ξ

fi
)

3) Train subactor network π
c
 using (ξ

fi
, S

saddlei 
,R

i
)

The first state on ξfi where the old actor 
network violates the safety specification

Updated Reward with negative 
penalty. Penalty depends on margin 
of violation. 

For example for lunar lander 
-0.4 < lx < 0.4. If the lander lands at 
0.8 then the reward for the 
trajectory is

200 + 50*(0.4 – 0.8) = 180, 

Where 200 is the original reward 
and  β = 50 (penalty per unit 
deviation)
 

Sub-actor network πc with 
correct actions for ξf
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POLICY REFINEMENT METHODOLOGY

Clipped Objective Ratio :
Advantage At = 1
Since, these corrected trajectories are to be 
enforced into πold we set the advantage factor
At to be 1.

Update πold to πnew by maximizing the PPO clip objective using πc

Variation Distance between two policies:
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EMPIRICAL STUDIES

Environment Safety Criteria Parameter Bounds Failures Distance

Cart-pole-v0 1. -2.4 < position < 2.4
2. -2.0 < momentum < 2.0
3. angle > 0.2

State : [(-0.05, 0.05)] * 4
Mass : (0.05, 0.15)
Length of pole : (0.4, 0.6)
force magnitude: (8.00, 12.00)

174.4
±
0.51

1.255
±
0.195

Pendulum-v0 1. Reward > -300 θ: (-π,π)
̇θ: (0,1)
speed: (-1,1)

80.1
±
1.85

10.866
±
1.379

BipedalWalker-v3 1. Hull Position > 0
2. -0.8 < Hull Angle < 2

Hull angle : (0,2∗π)
Velocity x: (-1,1)
Velocity y: (-1,1)

40.6
±
4.08

11.189
±
1.375

LunarLanderContinuous-v2 1. -0.4 < LandingPositionx<0.4
2. Posy< 0.1→(angle > -1
∨ angle < 1)
3. Reward > 0

xδ : (0,10)
yδ : (0,20)
velxδ : (0,3)
velyδ : (0,3)

40.85
±
5.14

2.215
±
0.282
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REWARD PLOTS
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COMPARISON WITH BASELINES

Environment Policy A Policy B Policy C Policy D

Cart-pole-v0 Failures: 179
Training Steps: 900K

Failures: 52
Training Steps: 150K

Failures: 0
Training Steps: 1M

Failures: 0
Training Steps: 150K+ 80K (Update)

Pendulum-v0 Failures: 89
Training Steps: 1.6M

Failures: 102
Training Steps: 850K

Failures: 0
Training Steps: 1.8M

Failures: 0
Training Steps: 850K+ 20K (Update)

BipedalWalker-
v3

Failures: 45
Training Steps: 7.5M

Failures: 145
Training Steps: 2.8M

Failures: 41
Training Steps: 8M

Failures: 0
Training Steps: 2.8M+ 20K (Update)

LunarLanderCon
tinuous-v2

Failures: 42
Training Steps: 1.1M

Failures: 18
Training Steps: 400K

Failures: 5
Training Steps: 1.2M

Failures: 0
Training Steps: 400K+ 20K (Update)

A) PPO policy trained from scratch with negative penalty for property violation, 
B) PPO policy trained from scratch with only counterexample traces and negative penalty after one iteration of testing with BO same as πc

C) PPO policy trained from scratch with original training traces, counterexample traces and negative penalty after testing with one 
iteration of BO, and 

D) The refined policy πnew
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EXAMPLES OF FAILURES AND CORRECTIONS
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