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Federated Split Task-Agnostic Vison Transformer

Here we propose a novel Federated Split Task-Agnostic (FeSTA)

framework equipped with Vision Transformer (ViT) to simultaneously

process multiple CXR tasks including diagnosis of COVID-19.

• Feasibility of FeSTA (amalgamate pros of FL and SL) method

• Benefit of Multi-task learning (MTL) with ViT and FeSTA



Federated Split Task-Agnostic Vison Transformer

Split Task-Agnostic Transformer FeSTA framework
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Optimization in FeSTA

Task-agnostic body update

Task-specific head & tail update
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Datasets for CXR Tasks

• 12,047 subjects for training (→ randomly assigned 4:1 ratio for training and validation 

datasets) and 3,205 subjects for testing

Pneumothorax segmentation (SIIM-ACR challenge)

• 26,684 subjects → Randomly assigned 3:1 ratio to training and testing datasets

Pneumonia detection (RSNA challenge)

COVID-19 classification
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Results

Comparison of  the FeSTA with other strategies

Comparison between single-task & multi-task learning



Results

Comparison with task-specific expert network & CNN-based MTL model

Statistical comparison of  performance between model with & without the 

transformer



Model Sizes & Communicative Benefit

• Enables efficient communication under limited transmission speed and network 

capacities

Parameter numbers & model sizes of  sub-networks



Model Sizes & Communicative Benefit

Communication cost per 1 Federated Averaging (FedAvg)

• If  the transmission from Server to Client T and that 

from Client to Server TC→Sare assumed to be equal 

(TC→S = 𝑻), total transmission 𝑻′ is as follows:

• When period between FedAvg is 𝑘 , transmission of  

features, gradients and network parameters are F , 

𝑮 and 𝑷 respectively, total transmission from 

Server to Client T can be represented as follows:

• T for each strategies can be formulated as follows:



Summary

• A novel Federated Split Task-Agnostic (FeSTA) framework suitable 

to leverage the benefit of  ViT to process multiple CXR tasks are 

proposed. 

• We showed that the proposed method outperforms the existing 

distributed learning methods, showing comparable performance to 

data-centralized method even under the extremely skewed data 

distribution.

• Our framework alongside with clients to process multiple related 

tasks also improves the performances of  individual task.
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