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1. Partial Domain Adaptation 

Problem Setting 

Transfer
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1. Partial Domain Adaptation 

An Unified Loss Framework for PDA Methods

Total Loss = Source Cross-entropy + Reweighted Distribution Alignment
+ Conditional Entropy



1. Partial Domain Adaptation 

Challenges of PDA Methods
Ø We propose to measure the hardness of a dataset for PDA using the probability of 

target data misclassified as source-only classes.

• Left figure. Hardness of Office-31 (OF), Office-Home (OH), ImageNet-Caltech (IC), VisDA-2017
(VD), DomainNet (DN).

• Right figure. Accuracy of different alignment losses on the above datasets.

Ø Negative transfer occurs on challenging datasets of VisDA-2017 (VD), DomainNet (DN).



1. Partial Domain Adaptation 

Challenges of PDA Methods

Results for reweighted classification loss (RC) and different reweighted alignment losses with 
generated source data weights with varying noise levels in the tasks S→R (left) and C→P (right).

Ø The reweighted alignment losses are not robust to weight noise.
Ø Reweighting the classifier is more robust to weight noise.



2. Adversarial Reweighting for PDA

Framework 
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2. Adversarial Reweighting for PDA

Adversarial Reweighting Model 
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Ø Given $, 9: is updated using mini-batch Adam algorithm.

Ø Given 9:, $ is learned by solving the following cone programming.
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3. Experiments

Office-Home



3. Experiments

DomainNet



3. Experiments

Office, ImageNet-Caltech, and VisDA-2017



3. Experiments

Weight Visualization

source vs target weighted source vs target average weights for
each class



3. Experiments

Feature Visualization

ResNet-50 Cls+Ent AR (ours)

• Blue: source, red: target.



Thanks for your attention

Code: https://github.com/XJTU-XGU/Adversarial-Reweighting-for-Partial-Domain-
Adaptation

https://github.com/XJTU-XGU/Adversarial-Reweighting-for-Partial-Domain-Adaptation

