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Introduction: What is NTK

Neural Tangent Kernel (NTK) [Jacot et al., 2018]:
T wix;x9 = hrwf(w;x);r wf (w;x9i

Under certain conditions (usually in nite width limit and NTK
parameterization), the tangent kernel at initialization converges in
probability to a deterministic limit and keeps constant during training

Twix;x9t 1 (x:x9

In nite-width NN trained by gradient descent with mean square loss
, kernel regression with NTK [Jacot et al., 2018; Arora et al., 2019

Yilan, Wei, Lam, Lily SVM NeurlPS 2021 4/29



Introduction: What is NTK

Wide neural networks are linear [Lee et al., 2019]:
F(wiix) = (Woix)+ hrwf (Woix);we Wi + O(m %)

wherem is the width of NN.

Constant tangent kerne] Linear model. Small Hessian norin
small change of tangent kernel [Liu et al., 2020a].
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Introduction: Motivation & related works

NTK helps us understand the optimization and generalization of NN
through the perspective of kernel methods. However,

The equivalence is only known for ridge regression (regression moc
Limited insights to understand classi cation problems.

Existing theory cannot handle the case of regularization.
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Main results

Our contributions:
1. Equivalence between NN and SVM
2. Equivalence between NN and a family of regularized KMs
3. Finite-width NN trained by , regularized loss is approximately a
kernel machine (KM)

4. Applications
4.1 Computing non-vacuous generalization bound of NN via the
corresponding KM
4.2 Robustness certi cate for over-parameterized NN
4.3 ", regularized KMs (from equivalent in nite-width NN) are more
robust than previous kernel regression
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1. Equivalence between NN and SVM

De nition [Soft Margin SVM]

Given labeled sampldgx;;y;)gL, withy; 2f 1;+1g, the hyperplane
that solves the below optimization problem realizes the soft margin
classi er with geometric margin =2=k k.

1, X . .
min §k kc+ C i stiyih; (x)i 1 ;5 0 i2][n];
’ i=1

Equivalently,
1 X
min Sk K2+ C  max(G1 vyh; ( x)i):
i=1

Denote asL( ), which is strongly convex in. This can be solved by
subgradient decent.
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1. Equivalence between NN and SVM

De nition [Soft Margin Neural Network]

Given sample$(xi;yi)g,, yi 2f 1;+1g, the neural networkw that
solves the following two equivalent optimization problems

xXn
rvr\)jn%kW(L+1)k2+C postryif(wix) 10 g 7 0 2(n);
: i=1
L (L) 2 X
n\)vlnékw k“+ C max(G 1 vyif(w;x)); Q)
i=1

realizes the soft margin classi er with geometric margir= 2=kw - k.
Denote Eqg. (1) as.(w) and call it soft margin loss
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1. Equivalence between NN and SVM

Theorem [Continuous Dynamics and Convergence Rate of SVM

Consider training soft margin SVM by subgradient descent with in nite
small learning rate (gradient ow):dd—tt = r L( t), the modelg(x)
follows the below evolution:

d xXn
g(tii)() = g(xX)+ C  L(yig(xi) < LyiK(x;%);
i=1

and has a linear convergence rate:

L(o) L) e?(L(o) L ):
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1. Equivalence between NN and SVM

Theorem [Continuous Dynamics and Convergence Rate of NN]

Suppose an NN (w; x), with f a di erentiable function ofw, is learned
from a training setf (xi;y;)giL; by subgradient descent with(w) and
gradient ow. Then the network has the following dynamics:

X
dfé(tx) = fi )+ C  L(yife(x) < Dyi T wes x;xi):
i=1

Let T w¢) 2 R" " be the tangent kernel evaluated on the training set an
mn ¢ W) be its minimum eigenvalue. Assumey, { W)
then NN has at least a linear convergence rate, same as SVM:

2 a
C ’

L(w) Lw) e ?(L(w) L(w)):

&This can be guaranteed in a parameter ball whenmin ’( Wwo) > % by
using a su cient wide NN [Liu et al., 2020b].
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1. Equivalence between NN and SVM

Theorem [Equivalence between NN and SVM]

As the minimum width of the NNm = min;,;m;, goes to in nity, the
tangent kernel tends to be constanf, wi;x;x)! T wo;Xx;x). Assume

do(x) = fo(x). Then the in nitely wide NN trained by subgradient descen

with soft margin loss has the same dynamics as SVM w{ttwo; X; X;)
trained by subgradient descent:

X
df;(tX) = )+ C 1) < Dyi T woix;xi):

=1

And thus such NN and SVM converge to the same solution.
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