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Background

 An adversarial example should be visually 
indistinguishable from the corresponding normal one, but 
yet are misclassified by the target model.

 Adversarial attacks are the algorithm to find such 
examples.  Hard-label attacks belong to black-box attacks.
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Black-box Attacks

 Transfer-based

 Generate adversarial examples against white-box models,
and leverage transferability for attacks

 Require no knowledge of the target model, no queries

 Issue: require white-box surrogate models (datasets), it 
assumes this model and the target model are similar.

 Query-based

 Get some information from the target model directly, 
through queries
 Score-based

 Decision-based

 Goal: save queries and reduce the distortions of examples

 In addition, our method does not need any surrogate model!
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Hard-label Attacks

 Goal: Given classifier 𝑓 𝑥 : ℝ𝑑 → ℝ𝐾 and input-label 
pair 𝑥, 𝑦 , the hard-label attack needs to generate the 
adversarial example 𝑥𝑎𝑑𝑣 with only the top-1 predicted 
label of the classifier:

 𝑦 = argmaxi𝑓 𝑥𝑎𝑑𝑣 𝑖 , 𝑖 ∈ {1, … , 𝐾}

 𝑥𝑎𝑑𝑣 can be generated by solving

𝑥adv = argmin
𝑥adv

𝑑(𝑥adv, 𝑥) s. t. 𝜙 𝑥adv = 1

where 𝜙 𝑥adv =  
1 𝑖𝑓  𝑦 = 𝑦𝑎𝑑𝑣 in the targeted attack
or  𝑦 ≠ 𝑦 in the untargeted attack

0 otherwise

i.e., 𝜙 𝑥adv indicates an successful attack.

Class     Prob
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A typical hard-label attack: HSJA

original image 𝐱

𝐱𝑡−1

HSJA point 𝐠

𝐱𝐠

tangent point 𝐤

adversarial region

non-adversarial region

H
𝐱𝑡

non-adversarial region
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Definition of Optimal Tangent Points

 Notations:

 𝐻 denotes the decision hyperplane, 

 u denotes the unit gradient vector,

 k denotes any point in the hemisphere 𝐵, which centered at x𝑡−1
 𝑅 denotes the radius of hemisphere 𝐵,

 x𝑡 denotes the intersection of 𝐻 and the line passing through x 
and k.
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Definition of Optimal Tangent Points

Theorem 1: Let 𝐻, u, x and x𝑡−1 be defined above, then the 
distance ||x− x𝑡−1||2 is the shortest if k is the optimal solution of 
the following constrained optimization problem:

argmaxk ⟨k− x𝑡−1, u⟩

s.t. ⟨k − x𝑡−1, x− k⟩ = 0

||k− x𝑡−1||2 = 0

⟨k− x𝑡−1, u⟩ > 0
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Closed-form Solution of Optimal Tangent Points

 𝛼, 𝛽, 𝛾 are on the same plane V, so 𝛽 = 𝛼 + 𝛾。

 the angle between vector 𝐱 and u is 
𝜋

2
+ 𝛼, thus

 ⟨x, u⟩=||x||2 ⋅ ||u||2 ⋅ cos
𝜋

2
+ 𝛼 = ||x||2 ⋅ ||u||2 ⋅ (−sin 𝛼)

 Thus, sin 𝛼 = −
⟨x,u⟩

||x||2⋅||u||2
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Closed-form Solution of Optimal Tangent Points
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Closed-form Solution of Optimal Tangent Points

 First goal is sin 𝛾 and cos 𝛾

 sin 𝛾 = sin(𝛽 − 𝛼) = sin 𝛽 cos 𝛼 − cos 𝛽 sin 𝛼

 cos 𝛾 = cos 𝛽 − 𝛼 = cos 𝛽 cos 𝛼 + sin 𝛽 sin 𝛼

 Make the project point 𝐤′ of 𝐤 onto the hyperplane 𝐻,

 and  ||𝐤 − 𝐤′||2 = ℎ.

 With sin 𝛾 and ℎ, we have ℎ = 𝑅 ⋅ sin 𝛾 = 𝑅 ⋅ sin 𝛽 cos 𝛼 − cos 𝛽 sin 𝛼

 Make the project point 𝐱′ of 𝐱 onto the z-axis, then𝐱′ = ⟨𝐱, 𝐮⟩ ⋅ 𝐮 we 

have 
𝐤′

||𝐤′||
=

𝐱−𝐱′

||𝐱−𝐱′||
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Closed-form Solution of Optimal Tangent Points

 Substitute                          and  

 We have

 Finally  
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Generalized Tangent Attack

Then, 𝐤 = |𝑥𝑘| ⋅ 𝐯 + 𝑧𝑘𝐮
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The complete algorithm
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Experiment Setting

 Dataset

 CIFAR-10: 1000 images with the 32× 32 resolution

 ImageNet:1000 images with 299 × 299 , 224 × 224
resolutions, 

 Target Model

 CIFAR-10: PyramidNet-272, GDAS, WRN-28, WRN-40

 ImageNet: Inception-v3, Inception-v4, SENet-154, ResNet-101

 Defensive Model:

 Adversarial Training (AT), TRADES, JPEG, Feature Distillation
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Experimental Results: ImageNet
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Experimental Results: CIFAR-10
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Experimental Results: defensive model

JPEG TRADES

Dataset :CIFAR-10
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Ablation study: initialization
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Ablation study: how to determining radius

 Radius schedule
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Ablation Study: radius ratio of G-TA
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Ablation Study: jump direction
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Ablation Study: jump direction
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Initial batch size for estimating gradient



Thanks for your listening!


