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Online RL and Offline RL

Levine, Kumar, Tucker, Fu. Offline Reinforcement Learning: Tutorial, Review, and Perspectives on Open Problems. ‘20 

• Offline RL focus on learning effective policies with static dataset 
• Policy is trained without any deployment
• Offline RL methods are totally data-driven RL

On-policy RL Off-policy RL Offline RL



Motivation

• Challenges in offline reinforcement learning (RL)
• Learn a value function offline cause serious extrapolation errors and instable
• Directly imitate from the dataset lead to a mediocre behavior but stable

• What if we try stable imitation but prevent mediocre?
• What is the problem that leads to the mediocre behavior?



Quantity-quality dilemma on mixed dataset

• Direct imitation (behavior cloning, BC) requires both quantity and 
quality of the demonstration data

• An illustrative example:
• Less data owns higher quality but less 

quantity, and thus cause serious 
compounding error problems

• More data provides a larger quantity, 
yet its mean quality becomes worse

• All lead to mediocre behaviors



Possible Solution: an empirical observation

• Agent can imitate a neighboring policy with much fewer samples 

• BC with different initialization:
• Online-trained policy checkpoints at different 

training iterations as the initiated policy to 
train an BC agent 

• BC from random tends to fail with a small 
number of high-quality demonstrations but 
can learn well from large-quantity and high-
quality data 

• Requirement of quantity can be highly relaxed 
as the similarities between the demonstrated 
policy and the initialized imitating policy 
increase 



Theoretical Explaination 
• Three bound terms:

• BC gap: empirical error & 
the training error

• data gap: the number of 
samples and complexity of 
the state space, an 
intrinsic gap due to the 
dataset and the 
environment

• initialization gap: distance between the state marginal distribution of the initial 
policy and behavior policy out of the dataset

• Additional second term: hard to analyze from theory, we estimate the empirical 
discrepancy outside the dataset



Theoretical Explaination (cont.) 

• Additional second term: we estimate the empirical 
discrepancy outside the dataset (see details in the paper)

the second term decreases as the initialized policy gets 
close to the demonstrated policy 
Intuitively, this is because of the poor generalization on 
unseen states, and the error can be further reduced 
with a larger dataset. 



Insight for the solution

• Brief conclusion:
• The asymptotic performance of BC is highly related to the discrepancy 

between the initialized policy and the demonstrated policy 
• A close-to-demonstration policy can easily imitate the demonstrated policy 

with fewer samples
• the distance between the initialized policy and the demonstrated policy is 

far, then successfully mimicking the policy will require much more samples 

• Key insight: 
• Adaptively imitating the close policies with a small number of samples and 

finally terminates with the optimal behavior policy of the dataset 



• Online RL as imitating optimal policies 
• Objective: obtaining the most accumulated rewards 

• Under the principle of maximum entropy, finding the optimal policy through 
RL is equivalent to imitating the optimal policy

• Thus, at each training iteration, the new policy is obtained through updating 
follows the direction of minimizing the KL divergence (a stage of curriculum)

More formal insight from online RL



Curriculum offline imitation learning

• Offline RL as adaptive imitation
• At every training stage, the agent updates its policy by adaptively selecting 

trajectories from the given dataset as the imitating target (a stage of curriculum)



Practical solutions for the first constraint 

• Adaptive experience picking by neighboring policy assessment

• Therefore, to find whether a trajectory is sampled by a neighboring policy, we 
calculate the probability of sampling the action at each state by the current 
policy in the trajectory for every timestep {𝜋𝜋(𝑎𝑎0|𝑠𝑠0),··· ,𝜋𝜋(𝑎𝑎ℎ|𝑠𝑠ℎ)}, where ℎ is 
the horizon of the trajectory. 

• We set 𝛽𝛽 = 0.05 and then we find 𝑁𝑁 nearest policies that matches (8) instead
of choosing an 𝜖𝜖𝑐𝑐.



Practical solutions for the second constraint 

• Target: refrain the performance from getting worse by imitating to a 
poorer target than the current level of the imitating policy 

• Practical way: adopt a return filtering mechanism that filtrates the 
useless, poor-behaved trajectories. 

• initialize the return filter 𝑉𝑉 with 0 
• update the value at each curriculum by moving average the return of the 

selected trajectories
• For example, choose 𝜏𝜏 𝑛𝑛

1 from dataset at iteration 𝑘𝑘



Overall algorithm
• Simple but effective curriculum 

offline imitation learning (COIL) 
• COIL holds an experience pool that 

contains the candidate trajectories 
to be selected. 

• Every training time creates a stage 
of the curriculum where the agent 
selects appropriate trajectories as 
the imitation target from the pool 
and learns them via direct BC. 

• After training, the used experience 
will be cleaned from the pool, and 
the return filter also filtrates a set of 
trajectories. 



Experimental design

• Learn from online learning experience
• Offline dataset contains all the training experience of an SAC agent from 

scratch to convergence (including exploration actions)

• Benchmark scores
• Compare with state-of-the art offline RL algorithms

• Ablation studies
• How the important hyperparameters can be determined due to the dataset



Learn from online learning experience

• Offline dataset contains the
interaction data during the whole
training procedure

• Compare with imitation-based
baselines:

• BC, AWR, BAIL

• RL-based baseline
• CQL



Learn from online learning experience (cont.)
• Offline dataset contains the interaction 

data during the whole training 
procedure (final datasets)

• Learning curves shown are stable and 
following similar shapes as the ordered 
datasets. 

• COIL keeps a similar training path as the 
online agent, thanks to the experience 
picking strategy and the return filter 

• COIL finally terminates with a near-
data-optimal policy, suggesting a nice 
property that the last offline model can 
be a great model for deployment 



Compared with naïve strategies
• Return-ordered BC (RBC): picks 𝑁𝑁 trajectories with the lowest returns for each curriculum 

to perform behavioral cloning, and then removes them from the dataset. 
• Buffer-shrinking BC (BBC): begin its training with the entire dataset in the buffer; after a 

fixed number of gradient steps, it shrinks the buffer by discarding p% of trajectories with 
the lowest returns 



D4RL benchmarks
• BC is able to approach or outperform the performance of the behavior policy on 

the datasets generated from a single policy 
• COIL achieves the performance of the optimal behavior policy on most datasets, 

and doing so will allow COIL to beat or compete with the state-of-the-art results 



Ablation studies

• Critical hyperparameter: 𝛼𝛼
• 𝛼𝛼: moving average rate of the return filter
• Determines the rate of filtering out the bad 

trajectories as the agent imitates a better policy 
where small 𝛼𝛼 corresponds to a high filtering 
rate

• Highly influenced by the changes in returns of 
the trajectories in the dataset

• Two datasets, showing that 
• a small 𝛼𝛼 should be assigned for a dataset where the 

return of trajectories changes rapidly
• A large 𝛼𝛼 should be assigned to a dataset where the 

returns are almost the same



Ablation studies (cont.)

• Critical hyperparameter: 𝑁𝑁
• 𝑁𝑁: the number of chosen trajectory
• Influenced by the discrepancy between the

behavior policies in two consecutive curriculums
• Two datasets, showing that 

• A small 𝑁𝑁 should be chosen for a dataset where the 
trajectories in the dataset are dense such that the
distance between the behavior policies are close

• A large 𝑁𝑁 should be chosen to a dataset where the 
trajectories are sparse arranged



Conclusion

• The experimental and a theoretical analysis for the quantity-quality 
dilemma of behavior cloning (BC) motivates us to propose the 
curriculum offline imitation learning (COIL) for offline RL

• COIL takes advantage of imitation learning by improving the current 
policy with adaptive neighboring policies

• COIL has several good properties and can compete against state-of-
the-art offline RL algorithms 

• COIL is simple, effective, stable, and probably practical for offline RL!
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